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Chapter 4

Deploying WINS
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Windows Internet Name Service (WINS) in the Microsoft® Windows® Server 2003 operating system allows large organizations to accomplish NetBIOS name resolution with high availability, security, and performance. The following sections describe the WINS deployment process, including how to design and customize a secure replication strategy. WINS migration information and examples are also provided.
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Related Information

· For more information about Windows Internet Name Service (WINS), see the Networking Guide of the Microsoft® Windows® Server 2003 Resource Kit (or see the Networking Guide on the Web at http://www.microsoft.com/reskit).

· For more information about planning and designing your Domain Name System (DNS) network, see “Deploying DNS” in this book.

Overview of WINS Deployment

WINS provides a dynamic solution for network basic input/output system (NetBIOS) name resolution in enterprise networks. Although most large networks currently have a WINS infrastructure, some still rely on other methods of NetBIOS name resolution, such as the Lmhosts file. If your organization does not currently use WINS, and intends to continue operating with Microsoft® Windows® 95, Windows 98, Windows Millennium Edition, or Microsoft® Windows NT® version 4.0, consider implementing WINS when you deploy Windows Server 2003 in order to automate NetBIOS name resolution. Certain applications, such as Microsoft® Exchange Server, also rely on NetBIOS name resolution. Therefore, even if all of your computers are running Microsoft® Windows® 2000, Windows XP, or Windows Server 2003, you might still require NetBIOS name resolution based on the applications running in your environment.

If you are upgrading your current WINS servers to Windows Server 2003, determine if your existing hardware is compatible with Windows Server 2003, then migrate your WINS solution to Windows Server 2003.

By deploying WINS, you provide NetBIOS name resolution for clients on your network. WINS implements a distributed database for NetBIOS names and their corresponding addresses. WINS clients register their names at a local WINS server, and the WINS servers replicate the entries to the other WINS servers. This ensures the uniqueness of NetBIOS names and makes local name resolution possible.

WINS Deployment Process

Deploying WINS involves building a server strategy, designing a replication strategy, securing your WINS solution, integrating WINS with other services, and implementing your WINS solution. Figure 4.1 shows the general WINS deployment process.

Figure 4.1   Deploying WINS
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Technology Background

Smaller, non-routed networks can be configured as broadcast nodes, also known as B-nodes, accomplishing NetBIOS name registration and resolution by using broadcast packets. A non-WINS solution is viable where the broadcast domain is small and the resulting broadcast traffic is low. However, the traffic generated by broadcasts can overload a large network. In addition, some routers do not allow broadcast messages to pass through, so this method of name resolution is not an option for most enterprise networks. Although you can also use the static Lmhosts file for NetBIOS name resolution, manually editing the file with each name or IP address change can be time-consuming and prone to administrative error. Also, it is not a viable solution in a Dynamic Host Configuration Protocol (DHCP) environment. These more complex environments require a non-broadcast-based solution, which WINS provides by using unicast NetBIOS name registration and resolution.

WINS client support allows you to specify up to 12 WINS servers for redundancy. Different configurations, or node types, are available through WINS. The node type determines the method or methods that are used for NetBIOS name resolution. WINS supports the following node types, as shown in Table 4.1.

Table 4.1   NetBIOS Node Types

	Node Type
	Resolution Method

	B-node
	IP broadcast messages register and resolve NetBIOS names to IP addresses. Windows 2000–based and Microsoft® Windows® XP–based computers use modified B-node name resolution. If the broadcast fails to resolve the name, an lmhosts file is used.

	P-node
	Point-to-point communication with a NetBIOS name server, such as WINS, to register and resolve computer names to IP addresses.

	M-node
	A mix of B-node and P-node communication to register and resolve NetBIOS names. M-node first uses broadcast resolution, and then attempts a server query if necessary.

	H-node
	A hybrid of B-node and P-node. An H-node computer attempts to query a server first and uses broadcasts only if direct queries fail. Windows 2000 and Windows XP–based computers are configured to use H-node by default. 


New Features for Windows Server 2003

The following improvements to the Windows Internet Name Service (WINS) have been made in the Windows Server 2003 family:

Filtering records

Improved filtering and new search functions help you locate records by showing only those records that fit the criteria you specify. These functions are particularly useful in analyzing very large WINS databases. You can use multiple criteria to perform advanced searches for WINS database records. This improved filtering capability allows you to combine filters for customized and precise query results. Available filters include: record owner, record type, NetBIOS name, and IP address with or without subnet mask.

Because you can now store query results in the cache of the memory on your local computer, the performance of subsequent queries is increased, and network traffic is reduced.

Accepting replication partners

When determining a replication strategy for your organization, you can define a list that controls the source of incoming name records during pull replication between WINS servers. In addition to blocking name records from specific replication partners, you can also choose to accept only name records owned by specific WINS servers during replication, excluding the name records of all servers that are not on the list.

Building Your WINS Server Strategy

When building your WINS server strategy, account for any existing hardware that you might need to upgrade, how many WINS servers are needed for your design, and how your server strategy increases WINS availability and optimizes WINS performance. Figure 4.2 shows the process for building your WINS server strategy.

Figure 4.2   Building Your WINS Server Strategy
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Reviewing WINS Hardware

Determine whether your current WINS server hardware is sufficient to upgrade to Windows Server 2003. You might need to upgrade your server hardware for optimal WINS performance. A dual-processor WINS server increases performance about 25 percent, and a dedicated disk drive measurably improves WINS server name replication response time.

When selecting your hardware, consider the following performance guidelines:

· Use high-performance disk hardware. WINS causes frequent and intense activity on server hard disks.
· Consider using a redundant array of independent disks (RAID)-based solution, which improves disk access time.

· When evaluating the performance of a server, include WINS to ensure the server can handle its demanding use of central processing unit (CPU), memory, and disk input/output (I/O). Monitor server usage to determine whether WINS server hardware needs to be upgraded.

For a current list of compatible hardware, see the Hardware Compatibility List (HCL) link on the Web Resources page at http://www.microsoft.com/windows/reskits/webresources.

For more information about determining hardware compatibility, see “Planning for Deployment” in Planning, Testing, and Piloting Deployment Projects of this kit.

Determining How Many WINS Servers to Deploy
The number of WINS servers needed and the locations of each server depend on the number of WINS clients per server and the network topology.
The number of users each server can support depends on usage patterns, data storage, and the processing capabilities of the server. A WINS server can typically register 1,500 names per minute or answer 4,500 queries per minute. This means that a single WINS server can adequately service up to 10,000 clients.

You might install additional WINS servers in locations separated by slow, or pay-by-usage wide area network (WAN) links. Set conservative client counts for a WINS server to minimize client query response times. Allow room in your design for peak-load conditions, such as large-scale power outages that force many computers to restart simultaneously, thereby bombarding the WINS servers with registration requests.

Designing WINS for High Availability

Any design that requires high availability must include more than one WINS server. Consider all possible points of failure, including servers, WAN links, and routers. These factors, along with the business goals of the organization, determine the required level of WINS redundancy and fault tolerance.

To ensure that you are planning a fault-tolerant WINS design, ask the following question for each server on your network: What happens to WINS if this server shuts down or if clients cannot reach it?

To help answer the question, consider two common situations in which a WINS server might fail to perform its role on a network:

· A hardware or power failure requires downtime for server repair or maintenance.

· A network link or router failure isolates a WINS server from clients.

To prepare for both of these situations:

· Consider the length of time a WINS server might be out of service on your network, factoring in both planned and unplanned outages.

· Consider what happens to your WINS clients if their primary WINS server shuts down. By maintaining and assigning secondary WINS servers for clients, you can reduce the impact of a single WINS server being offline.

For each client, specify the servers for WINS lookup and the node type. When designing your WINS client support strategy for maximum availability, do the following:

· Specify multiple WINS servers for clients to provide server redundancy.
· For fault tolerance in the case of link failure, point clients to a local WINS server as their primary WINS server, and a remote WINS hub as their secondary WINS server. Ideally, the secondary WINS server is located in a separate building and on a separate power grid from the primary WINS server.

· Consider using an Lmhosts file to provide secondary name resolution in the event of a WINS failure.

While Lmhosts files are not a recommended solution, in rare circumstances they can provide an effective temporary solution. Lmhosts files must be tightly managed because changes in the NetBIOS environment do not automatically update in static name files.

For more information about the Lmhosts file, see the Networking Guide of the Windows Server 2003 Resource Kit (or see the Networking Guide on the Web at http://www.microsoft.com/reskit).

Using Multiple Servers
To provide additional fault tolerance, configure a secondary (or backup) WINS server. Although WINS replication architecture benefits from employing a minimum number of WINS servers, employing a secondary WINS server improves the availability of your design. This solution balances performance and availability against cost and manageability.

When using two WINS servers to provide redundancy and load balancing, configure the replication relationship between these servers as a pull or push partnership. When you use replication, both servers contain the same WINS database information.

When a WINS server is configured as a pull partner, it periodically queries the partner server to determine if any updates are available. Use pull partnerships:

· Over lower-speed WAN or congested local area network (LAN) connections.

· To reduce replication traffic by consolidating WINS database updates.

· To perform WINS database updates at scheduled intervals.

When a WINS server is configured as a push partner, the WINS server notifies the partner server that updates are available for replication. Use push partnerships:

· Over LAN or higher-speed WAN connections.

· When the network traffic created by frequent WINS replication updates is not a consideration.

· To ensure WINS database updates are received as soon as possible.

The availability that is provided by WINS replication is appropriate for solving availability issues at local and remote locations. Adding a WINS server to a remote location ensures WINS availability in the event that a WAN link or router fails. For more information on replication strategies, see “Designing Your WINS Replication Strategy” later in this chapter.

Using Windows Clustering

Windows Clustering provides a higher level of fault tolerance but consumes additional system resources. If your business goals require a WINS design that provides the highest availability, use server clusters as provided by Windows Clustering. By configuring WINS on multiple servers belonging to the same cluster, you:

· Share a common WINS database.

· Provide immediate failover in the event of failure.

· Restore failed servers sooner, because database resynchronization is not required between the cluster nodes.
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Note

If you choose to cluster your WINS servers, be sure to equip the servers with a hard disk containing high-speed I/O that is dedicated to WINS. This can speed up the database response and ensure clustering efficiency.

Example: A Company Uses a Cluster to Simplify their WINS Design

A large corporation uses a server cluster to provide infrastructure services, including WINS. Prior to implementing the server cluster, the company had a large and complicated Windows NT 4.0–based WINS replication topology. To maintain consistency and provide accurate information to clients, WINS client records were replicated to all WINS servers.

To simplify the replication matrix, provide redundancy, and more efficiently manage the WINS traffic load, a server cluster is used as the WINS replication hub. Applications and services running on nodes in the cluster are exposed to users and workstations as virtual servers. Figure 4.3 shows the replication matrix before the WINS cluster implementation.

Figure 4.3   WINS Topology Pre-Clustering
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Figure 4.4 shows the new simplified replication matrix using a server cluster.

Figure 4.4   WINS Topology Post-Clustering
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Windows Clustering only solves local availability issues. Windows Server 2003–based servers that belong to the same cluster require persistent, high-speed connections between all servers in the cluster.
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Note

Before adding WINS to a set of clustered servers, be sure to consider both the advantages and disadvantages of doing so. In many cases, the overall number of WINS servers is small, so clustering WINS is not necessary — replication makes WINS fault tolerant. Instead, configure your WINS clients with the address of a secondary WINS server to ensure uninterrupted service.

For more information about server clusters, see “Designing Server Clusters” in Planning Server Deployments of this kit.
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Caution

WINS does not support rolling upgrades from Windows 2000 to Windows Server 2003 in a server cluster. You can upgrade and failover to Windows Server 2003. However, when WINS is brought online on Windows Server 2003, it cannot fail back to the Windows 2000 node.

Optimizing WINS Performance
Although WINS is designed to help reduce broadcast traffic between local subnets, it creates some traffic between servers and clients. This is particularly important if you use WINS on routed TCP/IP networks.

To optimize performance, begin by estimating the amount of network traffic between WINS clients and WINS servers under normal conditions. Estimate and monitor the following:

· NetBIOS names commonly registered by WINS clients.

· WINS registration and renewal caused by daily startup of clients.

· Mobile users and their effect when moving within a routed network.

· The effects of slower links, such as WAN links and their effect on replication performance and convergence.

Reducing Response Time
Reducing the response time of WINS improves performance, with the greatest visibility to users and management. As a result, a design that reduces the response time of WINS is highly successful.

The performance of your WINS design largely depends on other network traffic. For example, a subnet that relies on a WINS server elsewhere on the WAN might experience poor performance during peak hours when network usage is high. Increase the NetBIOS name registration renewal period, which defaults at six days, to reduce client-to-server renewal traffic. This setting must be changed on the WINS server.
Obtain reliable figures on the number of locations and hosts that your WINS design must support. When planning for WINS client traffic on large, routed networks, estimate and monitor the effect of name query, registration, and response traffic routed between subnets. Name requests and responses that occur at the daily startup of computers must pass through the traffic queues on the routers and might cause delays at peak times.

Consolidating Multiple Subnets

When you have multiple subnets in a small remote office, consider consolidating the office to one subnet address.

You can do this using asynchronous transfer mode (ATM) switching or a virtual private network (VPN) configuration. By consolidating to one subnet address, you can configure clients to use local broadcasts to resolve names before attempting to contact a WINS server across the WAN. Changing the client to M-node allows it to broadcast locally for resources before contacting a WINS server for NetBIOS name resolution. This can help to reduce the overall amount of WINS-associated traffic, especially WAN traffic.

Use DHCP scope option 046, WINS/NBT Node Type, to configure your WINS clients as M-node clients. For more information about configuring DHCP options at the DHCP server, see “Assign a scope-based option” in Help and Support Center for Windows Server 2003.

Configuring Burst Handling

Burst handling supports a high volume of WINS client name registration. When a large number of WINS clients simultaneously try to register their NetBIOS names, the WINS server can become saturated. In burst handling mode, the WINS server responds positively to clients that submit a registration request before the WINS server has processed and entered these updates in the WINS server database. The WINS server immediately sends a relatively short, random Time to Live (TTL) lease length to all WINS clients. The short TTL lease length forces WINS clients to reregister after the excessive WINS registration traffic subsides, therefore decreasing the load on the network and varying the delay interval to distribute the load over time.

Using the WINS MMC snap-in, you can configure the level of burst handling for the server, which modifies the size of the burst queue.
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To configure burst handling

1. In the WINS MMC snap-in, right-click the appropriate WINS server.

2. Select the Advanced tab from the server name properties dialog box.

3. In Enable Burst Handling, select Low (300), Medium (500), High (1000), or Custom (50‑5000) as the burst queue size.

Load Balancing with Redundant WINS Databases

A WINS implementation design provides higher performance by specifying that multiple WINS servers contain replicas of WINS databases. These redundant servers improve performance by providing load balancing.

Use load balancing with redundant WINS databases when:

· The length of time to perform WINS functions is unacceptably long.

· The connections between the WINS servers support the additional WINS replication traffic.

· The traffic generated by WINS clients accessing a WINS server in another location saturates a WAN link.

· The cost of adding a server is not prohibitive.

Designing Your WINS Replication Strategy

A good replication design is essential to your WINS availability and performance. Designs encompassing multiple WINS servers distribute NetBIOS name resolution across LAN and WAN environments, confining WINS client traffic to localized areas. To ensure consistent, network-wide name resolution, WINS servers must replicate their local entries to other servers. For more information about a WINS replication strategy, see the examples later in this section.

Figure 4.5 shows the process for designing your WINS replication strategy.

Figure 4.5   Designing Your WINS Replication Strategy
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Before configuring replication, carefully design and review your WINS replication topology. For WANs, this planning can be critical to the success of your deployment and use of WINS.

WINS provides the following choices when you are configuring replication:

· You can manually configure WINS replication for a WAN environment.

· For larger networks, you can configure WINS to replicate within a LAN environment.

· In smaller or bounded LAN installations, consider enabling and using WINS automatic partner configuration for simplified setup of WINS replication.

· In larger or global installations, you might have to configure WINS across untrusted Windows NT domains.

If your network uses only two WINS servers, configure them as push/pull replication partners to each other. When configuring replication partners, avoid push-only or pull-only servers except where necessary to accommodate slow links. In general, push/pull replication is the most simple and effective way to ensure full WINS replication between partners. This also ensures that the primary and secondary WINS servers for any particular WINS client are push/pull partners of each other, a requirement for proper WINS functioning in the event of a failure of the primary server of the client.

In most cases, the hub-and-spoke model provides a simple and effective design for organizations that require complete convergence with minimal administrative intervention. For example, this model works well for organizations with centralized headquarters or a corporate data center (the hub) and several branch offices (the spokes). Also, a second or redundant hub (that is, a second WINS server in the central location) can increase the fault tolerance for WINS.

In some large enterprise WINS networks, limited replication partnering can effectively support replication over slow network links. However, when you plan limited WINS replication, ensure that each server has at least one replication partner. Furthermore, balance each slow link that employs a unidirectional link by a unidirectional link elsewhere in the network that carries updated entries in the opposite direction.
Specifying Automatic Partner Configuration

You can configure a WINS server to automatically configure other WINS server computers as replication partners. By using this automatic partner configuration, other WINS servers are discovered when they join the network and are added as replication partners.

When using automatic partner configuration, each WINS server announces its presence on the network by using periodic multicasts. These announcements are sent as Internet Group Management Protocol (IGMP) messages for the multicast group address of 224.0.1.24, which is reserved for WINS server use.

Automatic partner configuration is typically useful in small networks, such as single subnet LAN environments. However, you can use automatic partner configuration in routed networks. For WINS multicast support in routed networks, the forwarding of multicast traffic is made possible by configuring routers for each subnet to forward traffic to the WINS multicast group address of. 224.0.1.24.

Because periodic multicast announcements between WINS servers can add traffic to your network, automatic partner configuration is recommended only if you have a small number of installed WINS servers (typically, three or fewer).

Automatic partner configuration monitors multicast announcements from other WINS servers, and performs the following configuration steps:

· Adds the IP addresses for the discovered servers to its list of replication partner servers.

· Configures the discovered servers as push/pull partners.

· Configures pull replication at two-hour intervals with the discovered servers.

If a remote server is discovered and added as a partner by means of multicasting, it is removed as a replication partner when WINS shuts down properly. To have automatic partner information persist when WINS restarts, you must manually configure the partners.

To manually configure replication with other WINS servers, use the WINS Microsoft Management Console (MMC) snap-in or the Netsh command-line tool to specify roles for each partner and any related information.

For more information about the Netsh command-line tool, see “Netsh” and “Netsh commands for WINS” in Help and Support Center for Windows Server 2003.

Determining Replication Partners

Choosing whether to configure a WINS server as a push partner, pull partner, or push/pull partner depends on several considerations, including the specific configuration of servers at your site, whether the partner is across a WAN, and how important it is to distribute changes immediately throughout the network.

In the hub-and-spoke configuration, you can configure one WINS server as the central server and all other WINS servers as push/pull partners of this central server. Such a configuration ensures that the WINS database on each server contains addresses for every node on the WAN. Figure 4.6 shows replication using a hub-and-spoke topology.

Figure 4.6   WINS Replication in a Hub-and-Spoke Topology
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You can select other configurations for replication partner configurations to meet the particular needs of your site. For example, Figure 4.7 shows replication in a T network topology, in which Server1 has only Server2 as a partner, but Server2 has three partners. So Server1 gets all the replicated information from Server2, but Server2 gets information from Server1, Server3, and Server4.

Figure 4.7   Replication in a T Network Topology
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If Server2 needs to perform pull replications with Server3, make sure it is a push partner of Server3. If Server2 needs to push replications to Server3, configure it as a pull partner of Server3. Determine whether to configure WINS servers as either pull or push partners, and set partner preferences for each server.

Determining Convergence Time

The time needed to replicate a new entry in a WINS database, from the WINS server that owns the entry to all other WINS servers on the network is defined as convergence time. When planning for WINS servers, you must decide what is acceptable as the convergence time for your network; the longer the replication path, the longer the convergence time.

Name query requests can succeed before the convergence time elapses, resulting in earlier replication of the new entry. This happens when:

· The entries replicate over a shorter path than the worst-case path.

· The Number of changes in version ID before replication threshold expires in the push replication settings before the Replication Interval expires in the pull replication settings in the Replication Partners Properties dialog box in the WINS snap-in.

Configuring Replication Across WANs

When configuring WINS replication across WANs, the two most important issues are:

· Whether your WINS replication occurs over slower WAN links.

· The length of time required for all replicated changes in the WINS database to converge and achieve consistency on the network.

The frequency of WINS database replication between WINS servers is a major design issue. The WINS server database must be replicated frequently enough to prevent the downtime of a single WINS server from affecting the reliability of the mapping information in other WINS servers. However, the time interval between replications cannot be so small that it interferes with network throughput.

Network topology can influence your decision on replication frequency. For example, if your network has multiple hubs connected by relatively slow WAN links, you can configure WINS database replication between WINS servers on the slow links to occur less frequently than replication on the LAN or on fast WAN links. This reduces traffic across the slow link and reduces contention between replication traffic and WINS client name queries.

After determining the replication strategy that works best for your organization, map the strategy to your physical network. For example, if you have chosen a hub-and-spoke strategy, indicate on your network topology map which sites have the “hub” server, and which have the “spoke” servers. Also indicate whether the replication is push/pull, push-only, or pull-only.
Document the configurations of each WINS server, including the hardware configuration, IP address, replication configuration, and replication partners.

For more information about WIN configuration across WANs, see “Configuring WINS replication” in Help and Support Center for Windows Server 2003.

Configuring Replication Across LANs

When configuring WINS replication across LANs, the issues are similar to those that occur in WAN environments, although less critical.

Because the data throughput of the underlying network links for LANs is much greater than for WANs, it might be acceptable to increase the frequency of WINS database replication by specifying push and pull parameters for LAN-based replication partners. For push/pull partners, you can do this by decreasing the Number of changes in version ID before replication and Replication interval settings from what you use for WAN-based partners on slower links.

For example, between LAN-based replication partners it often works to enable WINS to use a persistent connection between the servers. Without a persistent connection, the normal update count threshold defaults to a minimum of 20. You can specify a smaller update count with a persistent connection.

Next, you can specify a much smaller number, such as a value of one to three in the Number of changes in version ID before replication setting before WINS sends a push replication trigger to the other partner. For pull partners, you might also consider setting the Replication interval setting to a value in minutes, instead of hours.

As in WAN replication planning, the WINS server database must replicate frequently enough to prevent the downtime of a single WINS server from affecting the reliability of the mapping information in other WINS servers. However, the time interval between replications cannot be so small that it interferes with network throughput.

In environments with a large amount of network traffic it is a good idea to use a network monitoring tool, such as Network Monitor, to help measure and determine how to optimize your WINS replication strategy.

For more information about WINS configuration across LANs, see “Configuring WINS replication” in Help and Support Center for Windows Server 2003. For more information about the Network Monitor tool, see “Network Monitor” in Help and Support Center for Windows Server 2003.

Configuring Replication Between Untrusted Domains

It is possible to set up WINS replication between one or more WINS servers in domains that do not have a trust relationship. You can do this without a valid user account in the untrusting domain. To configure replication, an administrator for each WINS server must use the WINS snap-in or Netsh commands to manually configure each server to permit this replication.
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Important

If you require replication across a firewall, keep in mind that WINS replication occurs over TCP port 42. Therefore, this port must not be blocked on any network device between two WINS replication partners.

For more information about WINS configuration across domains that do not have trust relationships, see “Configuring WINS replication” in Help and Support Center for Windows Server 2003. For more information about domain trusts, see the Distributed Services Guide of the Windows Server 2003 Resource Kit (or see the Distributed Services Guide on the Web at http://www.microsoft.com/reskit).

Mapping the Replication Architecture to the Physical Network

After determining the replication strategy that works best for your organization, map the strategy to your physical network. For example, if you have chosen a hub-and-spoke strategy, indicate on your network topology map which sites will have the “hub” server, and which will have the “spoke” servers. Also indicate whether the replication is push/pull, push-only, or pull-only.

Document the configurations of each WINS server, including the hardware configuration, IP address, replication configuration, and replication partners.

The convergence time for the system is the sum of the two longest convergence times to the hub. For example, in an organization that has five WINS servers (WINS-A through WINS-E), if WINS-B and WINS-D replicate with WINS-A (the hub) every 30 minutes, and WINS-C and WINS-E replicate with the hub every 4 hours, the convergence time is 8 hours.

The following examples show three different types of replication.

Example 1: Deploying WINS Over a Large Number of Branch Offices

In this example, a medium-sized company has two main sites: a New York and a Los Angeles office with 500 computers in each office, connected through high-speed links. The company also has more than 160 small branch offices, including local sales offices. To save on the costs of the links, some branches act as concentrators for a region. Figure 4.8 shows a WINS server placement strategy for an organization with many small branch offices.

Figure 4.8   Deploying WINS Over a Large Number of Branch Offices
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In most cases, the branches do not have local WINS servers — there is simply no need for a separate server for each branch. Instead, the company adds regional WINS servers when the costs of registration and query traffic increase above the cost of deploying the additional server. When the link to a regional WINS server fails, local names can still be resolved by the broadcast mechanism.

The regional WINS servers are not required for this configuration to function correctly, but they do provide a cost optimization. The company’s network administrators avoid deploying the regional servers whenever possible because the added servers increase the convergence time. Administrators configure regional WINS servers as replication partners of the WINS servers in the main sites.

Clients in the main site are configured with the IP address of their local WINS server as primary, and the IP address of the WINS server in the other main site as secondary. Clients in the regional branches are configured with the IP address of the regional WINS server as primary, and the address of the closest main site WINS server as secondary. The replication interval is set to 15 minutes between sites; therefore, all computers are reachable within 15 minutes of an address registration or change.

Example 2: Deploying WINS with a Concentrated User Base

Figure 4.9 shows the network configuration of another example company that is very different. The network serves a larger company with three sites, Philadelphia, Seattle, and Houston, each with 5,000 users. The number of users justifies two WINS servers at each site.

Figure 4.9   Deploying WINS Over a Few Large Sites

[image: image15.wmf]
The clients are configured with a local primary and secondary WINS server. Half of the clients have one local WINS server as primary and the other as secondary. The other half has exactly the opposite configuration. This balances the registration and query load over both WINS servers, and it provides a backup for maintenance purposes and in case of a server failure.

The local WINS servers use a very short replication interval of 10 minutes; therefore, all computers within the same site are reachable within 10 minutes of an address registration or change. The replication interval between the sites can be longer — about 30 minutes — because most users work with resources within their site.

Example 3: A Large Hub-and-Spoke Design

Figure 4.10 shows an extremely large WINS implementation, serving more than 100,000 nodes. In a configuration with so many WINS servers, a common error is to create many push/pull relationships for redundancy. This can lead to a system that, while functional, is overly complex and difficult to understand and troubleshoot.

Figure 4.10   Large-Scale WINS Deployment Using Hub Topology
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Four major hubs are located in Seattle, San Francisco, Chicago, and Los Angeles. These hubs serve as secondary WINS servers for their regions while connecting the four geographic locations. All primary WINS servers are configured as push/pull partners with their hubs, and the hubs are configured as push/pull partners with other hubs.

The primary WINS servers replicate with the hubs every 15 minutes, and the hub-to-hub replication interval is 30 minutes. The convergence time of the WINS system is the time it takes for a client registration to be replicated to all WINS servers.

In this case the longest convergence time would be 1.5 hours from a Seattle primary server to a Chicago primary server. The total convergence time can be calculated by adding up the maximum time between:

· Seattle primary to Seattle secondary, 15 minutes

· Seattle secondary to San Francisco secondary, 30 minutes

· San Francisco secondary to Chicago secondary, 30 minutes

· Chicago secondary to Chicago primary, 15 minutes

However, the convergence time might be longer for WINS servers connected across slow links. It is probably not necessary for the servers in Paris or Berlin to replicate every 15 minutes. You might configure them to replicate every two hours or even every 24 hours, depending on the volatility of names in the WINS system.

This network contains low redundancy. If the link between Seattle and Los Angeles is down, replication still occurs through San Francisco. If, for example, the Seattle hub fails, the Seattle area can no longer replicate with the rest of the WINS system. Network connectivity, however, is still functional — all WINS servers contain the entire WINS database, and name resolution functions normally. All that is lost are changes to the WINS system that occurred since the Seattle hub failed. A Seattle user cannot resolve the name of a file server in Chicago that comes online after the Seattle hub fails. When the hub returns to service, all changes to the WINS database are replicated normally.
Securing Your WINS Solution
In many WINS implementations, WINS replication occurs across public networks, such as the Internet. Replicating the NetBIOS names and IP addresses of all hosts within the organization over these public networks creates a security risk, which you can mitigate by using VPN tunnels or placing servers within a perimeter network. Figure 4.11 shows where you perform this step in the process of deploying your WINS solution.

Figure 4.11   Securing WINS During the Deployment Process
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Securing WINS Traffic with Tunnels
All WINS replication traffic sent over public networks should be encrypted. Encrypt the replication traffic by using Internet Protocol security (IPSec) or VPN tunnels. When choosing to encrypt replication traffic by using IPSec or VPN tunnels, do the following to further increase security:

· Use the strongest level of encryption.

· Use the Routing and Remote Access service to provide the IPSec or VPN tunnel.

· Use Kerberos V5 or other certificate-based authentication for secure communication channels.

For more information about deploying IPSec, see “Deploying IPSec” in this book. For more information about virtual private networks and the Routing and Remote Access service, see “Deploying Dial-Up and VPN Remote Access Servers” in this book. For more information about enabling Kerberos V5 authentication, see “Enabling Kerberos V5 authentication” in Help and Support Center for Windows Server 2003.

Running WINS on a Perimeter Network

Place WINS servers in a perimeter network when you must send WINS traffic over a public network to avoid exposing intranet NetBIOS names and WINS data. This placement protects corporate resources while providing NetBIOS name resolution to external clients that need access to these resources.
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Caution

If you require replication from the WINS server in the perimeter network to a WINS server within the intranet, in the WINS snap-in, select Replicate Only with Partners in the Replication Partners Properties dialog box on both the WINS servers. Also consider using only pull replication from the intranet servers. To maintain security, encrypt all replication traffic across the inner firewall using IPSec or VPN tunnels.

Integrating WINS with Other Services

Most network administrators deploying WINS also plan a strategy for DNS and DHCP servers, because WINS is so closely linked to DNS and DHCP. Figure 4.12 shows when you perform this step in the process of deploying your WINS solution.

Figure 4.12   Integrating WINS During the Deployment Process
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Integrating WINS with DNS

If most of your clients use NetBIOS and your servers are running Windows 2000 or Windows Server 2003 DNS, enable WINS lookup on your DNS servers. When WINS lookup is enabled on DNS servers, WINS resolves any names that DNS resolution does not find. DNS does not support the WINS forward lookup and WINS-R reverse lookup records in versions of Windows earlier than Windows 2000. For information about enabling WINS lookup, see “Deploying DNS” in this book.
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Note

For a smooth integration with DNS, do not use extended characters in NetBIOS names, especially the underscore (_) and the period (.). Consult with your DNS administrator when determining NetBIOS naming standards.

If all of your network computers are running Windows 2000, Windows XP, or Windows Server 2003 and you are not supporting any applications that require NetBIOS names, you might consider establishing DNS as your only method of name resolution. However, before you consider decommissioning your WINS servers, identify any computers or applications that rely on NetBIOS, and determine the impact of removing NetBIOS. You might find that a critical application relies on NetBIOS (with no alternative currently available) in which case, you must continue to use WINS. For example, certain applications, such as Microsoft® Systems Management Server (SMS) and Microsoft® BackOffice® client/server mail configurations using Exchange Server, might require NetBIOS naming.

For more information about DNS, see “Deploying DNS” in this book or see the Networking Guide of the Windows Server 2003 Resource Kit (or see the Networking Guide on the Web at http://www.microsoft.com/reskit).

Integrating WINS with DHCP

When using DHCP and WINS together on your network, use additional DHCP scope options to assign WINS node types and to identify WINS primary and secondary servers for DHCP clients.

Computers with static IP addresses can be problematic and their initial registration record in WINS becomes tombstoned if they are not periodically stopped and restarted. You can have a more reliable and manageable network by creating DHCP reservations for these computers. These reservations ensure that the computer gets the same IP address from the DHCP server for each request.

When you configure a network to use both DHCP and WINS, set the DHCP lease period to be equal to or greater than the WINS renewal period. This prevents a situation in which the WINS server fails to notice that a DHCP client has released a DHCP-assigned IP address. Specifically, the client cannot send a WINS renewal request because it did not renew its IP address. If another computer is assigned that IP address before the WINS server notes the change, the WINS server mistakenly directs requests for the address to the new client. This is significant only if you do not use the default lease lengths for both services, and lease durations were changed for either DHCP or WINS individually.

For more information about deploying DHCP, see “Deploying DHCP” in this book.

Implementing Your WINS Solution

For best performance, avoid deploying WINS on heavily loaded servers, or on servers that perform other tasks that might reduce performance of the hard disk, memory, and processors. If you do host more than one service on a WINS server, consider how each service might impact the others. For example, hosting two name services (such as WINS and DNS) on the same server can result in slow performance for each service due to intensive hard disk access. Or a WINS server hosting a print service might be slow to register names if it is handling several large print jobs simultaneously. It might be appropriate to run multiple services on the same computer in a branch office because servers in branch offices are usually not under heavy use.

Figure 4.13 shows the process for implementing your WINS solution.

Figure 4.13   Implementing Your WINS Solution
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Migrating WINS to Windows Server 2003

Before migrating from legacy WINS servers, make sure your existing WINS infrastructure is appropriate for your current needs. For example, if you have recently upgraded most desktop computers in your organization to Windows 2000 or Windows XP, or if you have recently stopped using an application that relies heavily on WINS, your current WINS structure might be too robust for your current needs, and might not be structured in the most efficient way possible. In a case such as this, start the deployment from the design phase, rather than migrating the existing database to new servers.

Follow these steps when migrating your WINS database from Windows NT 4.0 or Windows 2000 to Windows Server 2003:

4. Install the WINS service.

This can be installed either during or after installing Windows Server 2003.

5. Configure the WINS service.

Verify that the server is pointing to itself for WINS. You can do this by viewing the TCP/IP properties of your network adapter.

6. Convert the WINS database for use on the Windows Server 2003–based server.

This conversion might occur automatically from existing Windows NT 4.0–based or Windows 2000–based servers. If not, follow these steps:

a. At the command prompt, type net stop wins on both the existing and new servers.

b. Copy the contents of the %SystemRoot%\System32\Wins folder from the existing server to the new Windows Server 2003–based server.

c. At the command prompt, type net start wins on both servers.
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Note

This process can take 30 minutes or more to complete depending on the size of the database. Do not stop the process until it is finished. It is normal for Jetconv.exe to require heavy CPU usage during the conversion.

During the conversion process, you might be prompted for additional files from the Windows Server 2003 operating system CD.
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To access WINS conversion files

1. Copy the Edb500.dl_ file from the I386 folder on the CD-ROM to the %SystemRoot%\System32 folder on the server.

2. At the command prompt, type expand edb500.dl_ edb500.dll to expand the Edb500.dl_ file on the server.

3. At the command prompt, type net start wins to finish the conversion process.

4. Verify that the WINS database is shown in the WINS snap-in on the server.

Testing Your WINS Design

After completing your WINS design, test it in a lab to find potential problems before implementing your design on your production network. As you roll out your design, test your network to ensure it is working as expected.

The best time to discover potential problems with your design is in a test lab prior to your full implementation. When preparing your test lab, be sure to:

· Use a server computer from the same vendor and with the same configuration as the servers that will be used for the actual WINS servers. Set up a representative sample of the computers in your organization to be tested as WINS clients.

· If you are planning to deploy WINS over a WAN, design your lab with routers and use a link simulator to simulate network latency.

· Deploy a typical set of applications together on the WINS test server. This step is vital in determining any compatibility issues that might arise when users run different applications simultaneously.

For more information about planning a test environment, see “Designing a Test Environment” in Planning, Testing, and Piloting Deployment Projects of this kit.

Evaluating the Deployment

After implementing your WINS design, evaluate your deployment to ensure that it complies with your design and meets your organization’s business goals.

To assess the availability of your design

Stage a simulated failure to ensure that functionality, security, and performance are maintained.

To evaluate WINS service availability

Disable or disconnect each WINS server that is a part of a redundant WINS design. Provide procedures detailing how to restore synchronization of WINS databases after a failed server is reactivated or repaired.

To evaluate WINS security

Initiate WINS replication, and examine the data transmissions between the locations to ensure that the WINS replication traffic is encrypted.

Additional Resources

For more information about WINS, refer to the following sources:

Related Information

· The Networking Guide of the Windows Server 2003 Resource Kit (or see the Networking Guide on the Web at http://www.microsoft.com/reskit) for more information about Windows Internet Name Service (WINS), Windows Server 2003 DNS, or the Lmhosts file.

· “Deploying DNS” in this book for information about enabling WINS lookup or about planning and designing your DNS network.

· “Designing Server Clusters” in the Planning Server Deployments book of this kit.

· “Deploying DHCP” in this book.

· “Deploying Dial-Up and VPN Remote Access Servers” in this book for more information about virtual private networks and the Routing and Remote Access service.

· “Deploying IPSec” in this book.

· “Designing a Test Environment” in Planning, Testing, and Piloting Deployment Projects of this kit.

· The Distributed Services Guide of the Windows Server 2003 Resource Kit (or see the Distributed Services Guide on the Web at http://www.microsoft.com/reskit) for more information about domain and forest trusts.

· RFC 1001: Protocol Standard for a NetBIOS Service on a TCP/UDP Transport: Concepts and Methods
Related Tools

· For more information about the Network Monitor tool, see “Network Monitor” in Help and Support Center for Windows Server 2003.

· For more information about the Netsh command-line tool, see “Netsh” in Help and Support Center for Windows Server 2003.

Related Help Topics

For best results in identifying Help topics by title, in Help and Support Center, under the Search box, click Set search options. Under Help Topics, select the Search in title only checkbox.

· “WINS” in Help and Support Center for Windows Server 2003.

· “Netsh Commands for WINS” in Help and Support Center for Windows Server 2003.

· “Configuring WINS replication” in Help and Support Center for Windows Server 2003 for more information about WINS configuration across WANs, LANs, or untrusted domains.

· “Enabling Kerberos V5 authentication” in Help and Support Center for Windows Server 2003.

