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Overview
Introduction

This paper discusses the methods for attaching Microsoft® BizTalk® Accelerator for SWIFT (A4SWIFT) to the SWIFTAlliance Access and SWIFTAlliance Gateway products provided by SWIFT (Society for Worldwide Interbank Financial Telecommunication). This document provides a feature overview and is not a prescriptive guide for installation and configuration. For more information about the details and parameters for installation and configuration, see References.

Note   SWIFTAlliance Access and SWIFTAlliance Gateway are software products provided by SWIFT for connection to SWIFTNet.

For more information about SWIFTAlliance products, see References.
What is A4SWIFT?

The BizTalk Accelerator for SWIFT (A4SWIFT) is a set of software components and documentation which enables enterprise application integration (EAI) with SWIFT messaging.   A4SWIFT is made up of schemas, pipelines and pipeline components, orchestrations, toolkits, templates, Microsoft .NET features, utilities, and deployment guides to help the developer in providing a SWIFT integration environment.  You install A4SWIFT and implement related applications on Microsoft BizTalk Server 2004.
There are two versions of A4SWIFT for BizTalk Server 2004:

· A4SWIFT Version 2.0, released in June 2004
· A4SWIFT Version 2.1, currently in development
A4SWIFT Version 2.1 incorporates all the features of Version 2.0, and provides several additional features. The following table describes each version of A4SWIFT.

	A4SWIFT 2.0 Features
	Additional A4SWIFT 2.1 Features

	XSD schemas for FIN messages.
	Message repair and entry orchestrations.

	Validation rules for FIN messages.
	Acknowledgment reconciliation.

	Disassembler for FIN messages and batches of FIN messages.
	InfoPath™ templates for FIN messages.

	Assembler for FIN messages.
	Connectivity to SWIFTAlliance Access using MQSA.

	RosettaNet Payments Milestone Program Toolkit.
	Deployment guides for connectivity to SWIFTAlliance Gateway for InterAct and FileAct.

	Tutorial including sample repair orchestration.
	


What is SWIFTAlliance Access?

SWIFTAlliance Access (SAA) provides the physical connectivity to the SWIFTNet SIPN (SWIFT IP Network) for sending and receiving financial (FIN) traffic. This connectivity incorporates the SWIFTNetLink (SNL), the User Security Enhancement (USE) features, and the FIN messaging protocol (session management, sequencing, checksum functions, and message authentication). SWIFTAlliance Entry is a version of SAA for lower traffic.
A4SWIFT off-loads the integration functions and most of the manual message activities from the SWIFTAlliance Access.
What is SWIFTAlliance Gateway?

SWIFTAlliance Gateway (SAG) provides the physical connectivity to the SWIFTNet SIPN to use the FileAct, InterAct and Browse features and protocols provided by SWIFTNet. Again, this connectivity incorporates the SWIFTNetLink (SNL). 
References

It is assumed that the reader is familiar with MQSeries, BizTalk Server 2004, SWIFTNet FIN, and SWIFTNet.
1. BizTalk Accelerator for SWIFT Version 2.0 Documentation
2. Microsoft BizTalk Server 2004 Adapter for MQSeries Help

3. Microsoft BizTalk Server 2004 Adapter for MQSeries Installation Guide

4. Getting Started With SWIFTAlliance Access Release 5.5

5. SWIFTAlliance Access Windows Release 5.5 – System Management Guide

6. MQSA, MQSeries Interface for SWIFTAlliance Access User Guide, Release 2.4
7. SWIFTAlliance Gateway File Transfer Interface Guide, Release 5.0.0

8. SWIFTAlliance Gateway MQHA Configuration Guide

9. SWIFTAlliance Gateway Operations Guide, Release 5.0.0

Pre-requisites

Pre-requisites for the installation of BizTalk Accelerator for SWIFT include the following software:
· Microsoft Windows® 2000 Advanced Server +  SP4  or Windows Server™ 2003 Advanced Server 
· Microsoft® SQL Server™ 2000 Enterprise Edition with SP3a 

· BizTalk Server 2004 Standard and Enterprise Editions + BizTalk Server 2004 Rollup Package 1 + BizTalk Server 2004 Hotfix KB838221
Chapter 1
Attaching to SWIFTAlliance Access
A4SWIFT exchanges FIN messages with the SWIFTAlliance Access as follows:

· Using Files and AFT
· Using MQSeries
Using Files and AFT

If SWIFTAlliance Access (SAA) is Windows-based and has the Automated File Transfer (AFT) option enabled, A4SWIFT application ports can be configured to use this feature through the FILE transport mode. This configuration provides a simple method of transferring messages between SAA and A4SWIFT without operator intervention for A4SWIFT Version 2.0 and above.
Sending to SWIFT

Send port(s) on A4SWIFT applications can be configured to deposit individual message files in a target folder for processing by AFT. The messages must be passed through the SWIFT Assembler (ASM) in an outgoing pipeline to be translated from XML to SWIFT FIN format. The individual files are then picked up by AFT and the messages transmitted to SWIFT.
Note   There is no associated reconcilement of acknowledgements, and so on, with messages passed in this manner.
Note    If SAA is based on another operating system, or if there is no direct file system access between SAA and A4SWIFT, then FTP transport mode is used to move files between A4SWIFT and SAA.

A4SWIFT supports the sending of files of SWIFT FIN messages using a user-supplied orchestration for grouping the outbound messages destined for SWIFT while still in XML format and enclosing these messages in well-defined outbound batch root node tags. 
Note    The messages are transformed from XML to SWIFT FIN format by the SWIFT pipeline assembler (ASM).
For more information, see Sending to SWIFT (MQSeries).
Receiving from SWIFT

A4SWIFT receive port(s) can be configured to pick up either individual message files or files containing multiple messages. The files of multiple messages may be formatted message after message, or in RJE format (separated by "$"). In the latter case, you must identify a "message trailer" schema for the "$" to be used by the associated receiving pipeline. The FILE transport method picks up the files as soon as they appear in the directory.

Note    A4SWIFT can receive SWIFTAlliance Access generated trailers. However, A4SWIFT does not do any processing on this information.
A4SWIFT supports the reception of files of SWIFT FIN messages, with or without batch headers and trailers, and with or without message headers and trailers. Files of SWIFT messages of a single type without SWIFT headers can be accepted as long as the receiving A4SWIFT pipeline is associated with the schema for the message type for the messages in the file. 

For more information, see Receiving from SWIFT (MQSeries).
Using MQ Series

A4SWIFT Version 2.1 provides a messaging interface to SAA using MQSeries. This is a bi-directional, message by message interface. A4SWIFT incorporates the processing of acknowledgements from both SAA and SWIFTNet FIN, using standard orchestrations.

The following software components are used for the MQSeries connection between A4SWIFT and SAA, together with A4SWIFT Version 2.1 and its pre-requisites:

· Microsoft BizTalk Server 2004 Adapter for MQSeries

· SWIFTAlliance Access Version 5.5 with ADK Toolkit Runtime license
· MQSA Version 2.4
· IBM WebsSphere MQSeries Server for Windows Version 5.3 (with CDS04 or later)

Installation Overview
The following section discusses three logical machines:

· The SAA computer
· The MQSeries computer 

· The A4SWIFT computer
Note    There can be multiple MQSeries computers, each corresponding to a unique queue manager. In this document, the discussion is simplified by using an example of a single queue manager. If there are multiple queue managers in the environment, then queue manager to queue manager configurations must be set up.
The SAA computer is the configuration upon which SAA 5.5 is deployed. If this is not a Windows-based configuration, then the MQSeries computer must either be a separate Windows configuration or must be the A4SWIFT computer. If SAA 5.5 is deployed on Windows, then the MQSeries computer may also be this same configuration.
The MQSeries computer is the configuration on which IBM WebSphere MQSeries Server for Windows is deployed. This configuration must be Windows-based. It is assumed that there is a queue manager on this computer.
The A4SWIFT computer is the configuration on which BizTalk Server 2004 and the Accelerator for SWIFT are deployed. The following steps provide an overview of A4SWIFT procedures when attaching to SWIFT Alliance Access:
10. Set up the MQSeries computer.
11. Set up the SAA computer and install MQSA. If this computer is also the MQSeries computer, the server version of MQSA must be installed. Otherwise, the client version of MQSA must be installed.

12. Set up the A4SWIFT computer, and install the BizTalk 2004 Adapter for MQSeries. If this is also the MQSeries computer, then the basic installation is complete. 
13. Configure the MQSeries adapter and add it to the adapter list, as described in the MQSeries Adapter documentation. 
14. If this is not the MQSeries computer, then install the BizTalk 2004 Adapter for MQSeries Helper on the MQSeries computer.

15. Set up local queues for MQSA on MQSeries. These queues must be defined to hold persistent messages. The queue names must be defined as described in the MQSA documentation. A4SWIFT does not require specific queue names. The minimum set of queues is as follows:
a. Msg_from_A4SWIFT
b. Msg_to_A4SWIFT

c. Ack_to_A4SWIFT

d. PAN_NAN_to_A4SWIFT

The Msg_from_A4SWIFT queue will be used for A4SWIFT to transmit messages for the SWIFT network to SAA. The PAN_NAN_to_A4SWIFT is the associated "Reply to" queue for these messages.
The Msg_to_A4SWIFT queue is used for SAA to transmit FIN messages received from the SWIFT network to A4SWIFT, including category 0 – 9 messages.
The Ack_to_A4SWIFT queue is used for SAA to transmit F21 ACK and NAK messages received from the SWIFT network to A4SWIFT.

16. Set up the routing on the SAA computer. Three default locations are set up as part of the MQSA installation process. The initial settings can be used as is. The following routing MQSA queue associations must be set up to complete the process on the SAA computer:
e. Routing from _SI_FROM_SWIFT to MQSeries (Msg_to_A4SWIFT) for messages received from SWIFT (OMSG – no application definition is required).
f. Routing from _SI_TO_SWIFT to MQSeries (Ack_To_A4SWIFT) for acknowledgements (ACKs and NAKs) received from SWIFT (ACKS – no application definition is required).
g. Routing from Msg_From_A4SWIFT (MQSeries) to SWIFT (_SI_TO_SWIFT) for FIN messages from A4SWIFT to be sent out over the SWIFT network (see Accept function result).
17. Set up an "ALL" unit on the SAA computer so that all FIN messages can be routed to A4SWIFT.

18. On the A4SWIFT computer, complete the send port definition for the MQSeries send port(s) for SWIFT messages to the SWIFTAlliance Access, specifying the queue manager name(s) and queue names for Msg_from_A4SWIFT. The associated Reply To queue, PAN_NAN_to_A4SWIFT and its report options are set as part of the outgoing processing orchestration.

19. On the A4SWIFT computer, complete the receive port definition for the MQSeries port(s) for SWIFT messages from the SWIFTAlliance Access, specifying the queue manager name(s) and queue name(s) for Msg_To_A4SWIFT.

20. On the A4SWIFT computer, complete the receive port definition for the MQSeries port for ACK/NAK messages from the SWIFTAlliance Access, specifying the queue manager name(s) and queue name for Ack_To_A4SWIFT.

Sending to SWIFT

The send ports on the A4SWIFT computer pick up FIN messages from the BizTalk Server 2004 MessageBox database, according to subscription parameters associated with promoted properties for messages. Some of these properties correspond to the following: 

· Message type (MTxxx)

· Repair required (A4SWIFT_Failed) 

· Direction (to SWIFT or from SWIFT)
The complete set of A4SWIFT FIN messages includes several legacy messages which cannot be forwarded to SWIFT. So the filter on MQSeries send port(s) to SAA must be set to avoid picking up these messages if they are used by the institution. 
Messages which will be NAK'd by SWIFT should not be sent to the SAA, unless this is the behavior designated by the institution. So a filter parameter for the send port(s) must be set to A4SWIFT_Failed = False if repair of outgoing messages is to be handled by A4SWIFT repair and submission facilities (also included in A4SWIFT 2.1).
Only messages to be sent to SWIFT are to be processed through these ports: A4SWIFT_SwiftBound = True.
Messages to be sent to SWIFT may be entered using the InfoPath entry features of A4SWIFT 2.1, generated by another BizTalk application, or may be introduced in A4SWIFT from other applications. 
· When the messages are entered, they are validated against our A4SWIFT FIN schemas and against the rules for the message deployed in the Business Rule Engine. 
· If the messages are received from another system in SWIFT format, then they can be validated similarly by using a SWIFT Disassembler in the receiving pipeline from the application to A4SWIFT. Messages failing validation can be repaired using the A4SWIFT message repair facilities or returned to the submitting application.
· Messages generated by another BizTalk application (or mapped by a BizTalk application) should be checked during the generation process by using the .NET Validation component included in A4SWIFT 2.1 to invoke the schema validations and associated rules from within BizTalk orchestration.

All levels of acknowledgment from SWIFT (ACK/NAK, delivery acknowledgments, delayed delivery warnings, sender acknowledgements, aborts and delayed NAKs) are received by A4SWIFT through MQSeries, and reconciled with the appropriate outgoing traffic by the FIN Response Reconcilement service. Note that there is a separate receive port for the ACK/NAK (F21) messages associated with traffic to SWIFT.
Receiving From SWIFT

FIN messages received from SWIFT are passed through the SWIFT Disassembler (set to the level of validation designated by the institution), and then may be routed automatically as defined by the requirements of the institution. The messages may be repaired before being passed to an internal application, if appropriate.
Chapter 2
Attaching to SWIFTAlliance Gateway

A4SWIFT applications can be configured to communicate to SWIFTNet through the SWIFTAlliance Gateway (SAG). FileAct and InterAct are supported in this manner. Browse is not supported. For InterAct, each application may be either a client or a server. Communications using InterAct where an A4SWIFT application operates in client/server mode is not supported. 
FileAct activities Using File Transfer Agent and Local File Transfer are described below.

InterAct exchanges Using MQSeries are described in a later section.
Using File Transfer Agent
If SAG is Windows-based and has the File Transfer Agent (FTA) option enabled, A4SWIFT application ports can be configured to use this feature using the FILE transport mode. This provides a simple method of transferring files between SAG and A4SWIFT applications without operator intervention for A4SWIFT Version 2.0 and above.

Note    If SAG is based on another operating system or if there is no direct files system access between SAG and A4SWIFT, then FTP transport mode is used to move files between A4SWIFT and SAG.

FTA provides the support for FileAct, in this manner, and enables both real-time and store and forward methods for FileAct. 
Note    The configuration settings for FTA determine the FileAct characteristics for the transfer. 
The sending BizTalk application includes send ports and corresponding receive ports with appropriate reconcilement orchestrations to monitor the "Success," "Error," and "Unknown" directories associated with FTA for sending traffic to destinations through FileAct. Conversely, the "receiving" BizTalk application uses receive ports to monitor the reception directories for incoming files.
Files of FIN messages may be received and sent as described in Using Files and AFT by A4SWIFT. Files of any other type of message, including those based SWIFT XML, may be sent or received using standard BizTalk features and custom applications for processing or building the files.

Using MQ Series

InterAct is supported using the MQHA (MQSeries Host Adapter on SAG) in Basic InterAct Mode on the SAG side, and, using the BizTalk Server 2004 Adapter for MQSeries provided with BizTalk Server 2004 in association with A4SWIFT.
The following software components are used for the MQSeries connection between A4SWIFT and SAG, together with A4SWIFT Version 2.1 and its pre-requisites:

· Microsoft BizTalk Server 2004 Adapter for MQSeries

· SWIFTAlliance Gateway Version 5.0.0 

· MQHA
· IBM WebsSphere MQSeries Server for Windows Version 5.3 (with CDS04 or later)

Installation Overview

The following section discusses three logical computers:

· SAG computer
· MQSeries server computer 

· A4SWIFT computer
Note    There can be multiple MQSeries computers, each corresponding to a unique queue manager. In this document, the discussion is simplified by using an example of a single queue manager. If there are multiple queue managers in the environment, then queue manager to queue manager configurations have to be set up.
The SAG computer is the configuration upon which SAG 5.0.0 is deployed. MQHA uses the MQSeries client. The MQSeries computer is either a separate Windows configuration or must be the A4SWIFT computer. If SAG 5.0.0 is deployed on Windows, then the MQSeries computer may also be this same configuration.

The MQSeries computer is the configuration on which IBM WebSphere MQSeries Server for Windows is deployed. This must be a Windows-based configuration. It is assumed that there is a queue manager on this computer.

The A4SWIFT computer is the configuration on which BizTalk Server 2004 and the Accelerator for SWIFT are deployed. The following steps provide an overview of A4SWIFT set up when attaching to SWIFT Alliance Gateway:
21. Set up the MQSeries computer.

22. Set up the SAG computer and install MQHA. 

23. Set up the A4SWIFT computer, and install the BizTalk Server 2004 Adapter for MQSeries. If this is also the MQSeries computer, then the basic installation is complete. 

24. Configure the MQSeries adapter, and add it to the adapter list.

25. If this is not the MQSeries computer, then install the BizTalk Server 2004 Adapter for MQSeries Helper on the MQSeries computer.

26. Set up queues for MQHA on MQSeries. These queues must be defined to hold persistent messages. A4SWIFT does not require specific queue names. The minimum set of queues is as follows:

h. For each Client Application:
· A4SWIFT_To_SWIFT_C (must be local to SAG)

This is the request queue from the client application for requests to be sent over SWIFTNet using InterAct.

· SWIFT_To_A4SWIFT_C 
This is the response queue to the client application for responses received from SWIFTNet using InterAct. It is recommended that applications use the ReplyToQ option on queue (i) above to identify this queue. 
Note   The ReplyToQ is set in orchestration.
i. For each Server Application:
· SWIFT_To_A4SWIFT_S (must be local to A4SWIFT)
This is the destination of requests for the server application which were received by SAG using InterAct.

· A4SWIFT_To_SWIFT_S (must be local to SAG)

This is the response queue from the server to SAG to be returned to the requesting client over SWIFTNet using InterAct. This is specified as the ReplyToQ for (i) above.
27. Set up MQHA connection profiles for the applications to be supported, using the parameters appropriate to the application and mode (for example, client or server).
28. On the A4SWIFT computer, complete the send port definition for the MQSeries send port(s) to the SWIFTAlliance Gateway specifying the queue manager name(s) and queue names as is appropriate for the application.

29. On the A4SWIFT computer, complete the receive port definition for the MQSeries port(s) from the SWIFTAlliance Gateway, specifying the queue manager name(s) and queue name(s) depending on the application.

Sending to SWIFT

The send ports on the A4SWIFT computer pick up messages from the BizTalk Server 2004 MessageBox database, according to subscription parameters associated with promoted properties for messages. These properties are defined by the application. 
Receiving From SWIFT

Messages received from SWIFT are passed through the pipeline associated with the receive port, and then are picked up according to their subscription parameters. The properties and processing are determined by the application.
Local File Transfer
If an application supports Local File Transfer (LFT) commands for FileAct, the associated send and receive ports on A4SWIFT applications can be configured. Files up to 100MB may be transmitted to the appropriate queue. The application issues a message that contains the appropriate command to LFT (through MQSeries) in conjunction with moving a file through the appropriate MQSeries queue.
Conclusion

Summary

A4SWIFT provides you with several options to connect to SWIFTNet from A4SWIFT applications, using the SWIFTAlliance products. The primary options are: 

· File transfer products and options provided by SWIFTAlliance

· MQSeries products provided by SWIFTAlliance and IBM
The different end-to-end application protocols supporting FIN, FileAct, and InterAct can be supported for A4SWIFT applications.  
For A4SWIFT Version 2.0 applications, the institution has to implement and configure MQSeries applications on their own. An MQSeries deployment guide will be provided with A4SWIFT Version 2.1. 


