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Abstract

Managing storage complexity is no longer a problem restricted to enterprise-sized organizations; increasingly, midsize and even relatively small businesses have undergone dramatic data growth and consequently require greater sophistication in storage resource provisioning and management. As storage administrators look to complement direct attached storage with networked storage solutions, CEOs and business managers look to their storage administrators to provide solutions that deliver lower IT costs, improved operational efficiency, and increased business competition. Effective storage management is key to ensuring these solutions.

Windows Server 2003 and Windows Storage Server 2003 provide two new storage infrastructures—the Virtual Disk service (VDS) and Volume Shadow Copy service (VSS). These services allow the storage administrator to manage complex storage configurations (including multi-vendor configurations) more effectively, thus helping to realize the business goal of highly available data at lower cost. 

This white paper describes both the business benefits of VSS and VDS, and the technological details of the services. Section 1 introduces VDS and VSS services to the technological decision maker, and explains how the services help to reduce storage management complexity. Section 2 offers the technical details of the services, and is intended for storage administrators who need to understand how the services work to correctly deploy storage solutions. 
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Introduction

Keeping stored data secure and accessible are the keys to effective storage management. Storage systems and resources must be: 

· Configured so that applications have access to the appropriate type of storage resources and can use those resources effectively.

· Allocated (provisioned) to servers, applications and users.

· Monitored for problems, and provisions made to ensure rapid recovery from problems, so that the business is minimally impacted.

· Inventoried, maintained and upgraded as necessary.

Managing networked storage—particularly storage area networks (SANs)—makes fundamentally different demands on the administrator than does managing local (directly attached) storage. Direct attached storage (DAS) causes management headaches because storage resources are tied to the servers and the distribution of those resources is difficult. Networked storage, on the other hand, consolidates storage resources, which introduces a number of management issues around the area of shared storage, including discovery (determining what storage devices are attached to the network), access to devices, and routing for fault tolerance. Consequently, increasing numbers of businesses are hiring storage administrators into the ranks of system and network administrators.

Hiring additional staff, however, is not the full solution. Although high end single-vendor storage management solutions for enterprise-sized organizations have been on the market for some time, increasingly sophisticated storage management tools—designed to work with storage devices from multiple vendors—have been lacking for the small and midsize business. The development of such tools can ease the complexity of storage management tasks for all businesses seeking to implement networked storage solutions. 

The Windows Virtual Disk service (VDS) and Volume Shadow Copy service (VSS), introduced in Microsoft® Windows® Server™ 2003 and Microsoft® Windows® Storage Server 2003, are designed to address two key areas of storage management: 

· Disk Management. VDS provides the infrastructure used to manage storage resources—disks and volumes—so that both directly attached and networked storage resources can be “carved up” and made available for use. 

· Data Protection. VSS is the infrastructure that enables application-aware snapshotting capabilities (shadow copies). Snapshotting technology provides the basis for a number of storage management solutions, including high fidelity point-in-time copies for backup, data transport, and end-user single file restores.

Part 1 of this paper provides an overview of the new VDS and VSS services, and is intended to be read by the technical business decision maker and the storage administrator seeking an introductory level explication of these services.

Part 2 provides a technical discussion of VDS and VSS solutions, and primarily targets the storage administrator who is responsible for understanding and effectively managing complex storage solutions.

I. Overview

The following section provides an introduction to and the business advantages of two new services in Windows Server 2003 and Windows Storage Server 2003 products, the Virtual Disk service and the Volume Shadow Copy service.

Virtual Disk Service

An increasing number of organizations have a wide range of system configurations, all requiring robust disk and storage subsystem management. These include: 

· Laptops and other systems with one or a few disks. The storage in these systems is directly attached—either embedded or external to the system. Generally, such systems require only minimal disk management—the partitioning and formatting of the physical disk storage. Disk management on these systems should be simple and straightforward. 

· Servers, NAS appliances, and simple storage area network (SAN) configurations. The storage in these systems is network-attached, rather than directly attached to the system. These configurations benefit from both disk and storage subsystem management capabilities. Ideally, the management interface is both simple to navigate and effective. The more transparent (non-disruptive) the storage management is in these settings, the better. Tasks like making additional storage resources available to a system, or re-establishing fault tolerance after a mirrored drive fails, should not disrupt production.   

· Large or complex storage configurations. Organizations with enterprise storage configurations often have specialized requirements that are application- or site-specific. 

Virtual Disk service was designed to meet the disk and storage subsystem management needs for both small and midsize system configurations for direct, network attached and SAN-based storage. Additionally, it was designed to be able to scale up to enterprise configurations without compromising the complex SAN functionality enabled by hardware vendors. 

Standardized Interface for Multi-Vendor Storage

As storage networks grow, many administrators find themselves adding storage devices from a variety of vendors. However, prior to the release of Windows Server 2003
, the administrator could not configure these storage devices from within the Windows platform; instead, it was necessary to use a separate storage management application (and often a separate management console) for each vendor’s storage array. See Figure 1 later in this document.

For the storage administrator, this situation merely increased management complexity, since each vendor management tool uses its own terminology and interface (command line in some instances, graphical interface in others). With Windows Server 2003, this situation is dramatically improved. 

The new VDS infrastructure simplifies disk management by enabling the administrator to use a standardized storage management user interface (accessible from any Windows console) to manage both multi-vendor storage arrays and directly attached storage. This design does not simply alleviate the problem of multiple non-standardized management tools; it also enables the administrator to obtain an aggregated view of all storage, and facilitates several solutions (such as extending disk space without administrator intervention) not previously possible.

VDS provides the administrator with the flexibility to decide how to access the standardized interface, whether graphically, through a user interface (GUI), or at the command prompt, through a command line interface (CLI). The choice of which way to access the storage management interface depends entirely on business needs:  

· Simple Administration. For those administrators who seldom need to configure their storage—as might be the case with relatively small businesses—the Disk Management GUI provides a simple framework within which to effectively execute many of the disk management tasks otherwise done using the DISKPART command line interface. The Disk Management GUI allows the administrator to see all storage devices attached to a system, and to manage them as a unit through a series of simple steps (with wizard guidance if required). 

Note: The Disk Management GUI cannot be used to configure the storage (virtual disks) within a subsystem, although configured storage devices are visible through this UI.

· Automation of Repetitive Disk Management Tasks. For basic disk management tasks that must be executed many times, both the Diskpart and Diskraid command line interfaces provide the storage administrator with the tools to script the tasks just once, and then to automate execution of those commands to configure multiple storage disks. 
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Figure 1. Prior to VDS, each vendor’s storage on the network had to be configured using vendor-specific storage management applications. 

The use of the standardized disk management interface makes setup and configuration of disks in multi-vendor storage arrays faster and less complex. Because vendor-specific training is no longer required, staff training is simplified and there is greater opportunity for cross-training. These factors all help to contribute to a lowering of IT expenditures.

Disk Management for Basic, Fault Tolerant and High Performance Storage Solutions

All disks must be configured and formatted with the file system prior to use. Once this is done, the storage on the disks is allocated for use by applications, servers and users. These tasks are critical to effective management of storage resources. On the Windows platform, disks can be formatted as either basic or dynamic. The differences in functionality are outlined in this section. 

1) Basic Disks 

A basic disk supports only simple volumes—volumes that occupy only a single continuous disk extent or partition. In the following example, Volume E: spans only a portion of Disk 1, leaving storage capacity for further growth. In the case of Disk 2, Volume F: also spans a single disk, but storage capacity is at a maximum. 
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Note that, in this example, because the data does not span multiple disks, there is no relationship or linking among disks. Such disks, even if housed together in a single storage cabinet, are essentially “just a bunch of disks” (JBOD). These disks provide only basic storage functionality, with no additional fault tolerance or performance improvements. 

2) Dynamic Disks 

The volumes on a dynamic disk can occupy multiple disk extents and span multiple partitions.  In the following example, a single volume spans two disks, thus creating a logical link between the sub-disks residing on different disks. 
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Aggregated disks—RAID (redundant array of independent disks) configurations—are fundamentally different from JBOD solutions. Depending how the aggregation is done, RAID arrays make possible a number of different fault tolerant and/or high performance solutions. 

· RAID for Fault Tolerance. Keeping business data highly available means protecting it from the possibility of disk failure. This can be accomplished through data redundancy—storing the same data on multiple disks
. With RAID configurations, the use of dynamic disks enables data to span multiple disks, providing redundancy and fault tolerance in case a disk fails. Depending on how the disks are configured, different degrees of fault tolerance are achieved. 

In the preceding example, the information on Volume G: might be either unique to each disk, or it might be identical. If the information merely spans the two disks, no fault tolerance is achieved—the loss of one disk results in the loss of the data. (This solution is nevertheless useful for consolidating small amounts of free disk space, or for making use of small disks.) If, on the other hand, an exact copy of the data of the data on disk 3 is mirrored (RAID-1) to a second disk (disk 4), then the configuration is completely redundant and fault tolerance is achieved. Reads can go to either disk until a disk failure; the functional disk then takes on all read/write transactions. 

· RAID for Improved Performance. In addition to providing fault tolerance, some types of RAID configurations can provide read and write performance improvements, although not all RAID configurations improve read and write performance equally. Mirroring, for example, has a high read performance, but a very low write performance. Read and write performance are both maximal when striping data across more than one disk, since the read/write operations are spread across multiple disks, thereby increasing transaction speeds. 

RAID solutions can be implemented either on the host system (software RAID), or on the external storage array (hardware RAID). The VDS Diskpart command set controls both basic and dynamic disk configuration of software RAID, as well as the assignment of drive letters (the naming convention used by users and applications to refer to volumes and partitions). The VDS Diskraid command set, available through the Microsoft® Windows® Server 2003™ Deployment Kit, provides the functionality to configure hardware RAID solutions.  

Storage Resource Provisioning 

One of the key aspects to managing a storage network is making resources visible and accessible to some systems, and invisible and inaccessible to others. By having multi-vendor disk subsystems report their resources to VDS, the service is able to provide a unified view of storage resources. Using the Diskraid command set, these storage resources can be made visible (unmasked) or invisible (masked) to the Windows platform on an as needed basis
. 

Storage provisioning is also required when the disk space allotted to a system or an application is running low. VDS is able to transparently (non-disruptively) ensure that more disk space is allotted before storage limits are exceeded. 

Advanced Storage Functions 

Many disk subsystems ship with advanced functionalities developed by third party vendors. The administrator can use many of these advanced capabilities through the VDS interface. 

· Determining Storage Properties. Prior to VDS, the status (properties) of storage units not configured through Windows was unknown to Windows. VDS provides the means to surface status information (such as RAID configuration, whether a particular unit is online or offline, or the health of a storage unit) to Windows, allowing the administrator to quickly and easily determine the state of a pool of storage resources. 

· Status Monitoring. Establishing the state of hardware subsystem health—voltage, temperature, and the like—is outside the scope of the Virtual Disk service. This monitoring functionality is handled by the hardware vendor as part of its enclosure services. 

· Performance Monitoring. I/O load to the hardware subsystem can be monitored using the Administration tool PerfMon. 

Use with VSS Shadow Copies

VDS commands can be used in combination with operations of the Volume Shadow Copy service. VSS is responsible for coordinating the creation of shadow copies (see next section), which can be used to provide highly effective data protection.

Volume Shadow Copy Service 

Having configured storage resources and made them available to applications, servers, and users, the administrator must ensure that the stored information is effectively protected. Data protection through backups is a cornerstone of storage management. 

Tape Backups: Limitations

Until recently, backups to tape were the dominant technology for protecting data. While tape backups continue to be essential for long-term archiving solutions, they have a number of limitations that the storage manager should consider when planning and implementing effective data protection solutions: 

· Open files cannot be backed up. Open files must either be skipped during the tape backup process—meaning the backup data is incomplete—or the application must be closed (“cold” backups), thereby disrupting user productivity. 

· Tape backups are time intensive. Because of the problems associated with backing up open files, backups are made during evening and weekend hours. However, as businesses amass greater quantities of mission critical data, increasingly long backup windows are required. For many businesses, this time simply does not exist—information must be available 24x7. 

· Tape backups are often unsuccessful. Estimates of backup failures put the rate anywhere between 20 and 50% depending on the environment
. Worse, it is all too common that backup failures are not discovered until the recovery process—after production data has been corrupted or deleted. Poor backup success rates result from a number of factors, including poor media, open files, and incomplete backups (the backup window was too short) any of which the administrator may be unaware. 

· Tape restores are time intensive. Tapes must be found and retrieved from offsite storage. While restoring a full backup is relatively straightforward, differential and incremental backups are far more challenging. For those backup methods to work, all the correct tapes must be located and restored in the correct order.

· Single file restores are costly. If an individual file is corrupted or accidentally deleted, the user can either rebuild the file or request that an earlier version be restored from tape. However, finding the most recent version of a file is a non-trivial process. Because tape media is read sequentially, the tape drive must first stream through all data physically ahead of the sought-after file.

These limitations to tape backups can be circumvented using a relatively new technology, variously referred to as “frozen imaging,” “point-in-time imaging,” or “snapshotting.” Snapshots are fully useable disk-based copies that reflect the state of the original data at an earlier point-in-time. 

The Volume Shadow Copy service, new to Windows Server 2003 and Windows Storage Server 2003, is the infrastructure that provides built-in snapshotting (shadow copy) capabilities. Shadow copies created by Volume Shadow Copy service augment the storage administrator’s tape backup archival solutions, providing high fidelity point-in-time copies that can be created and restored easily and effectively, thereby helping to simplify several aspects of storage and data management, as explained in the following section.

High Fidelity Copies for Backup and Rapid Restores

1) Backups

Shadow copy creation through the Volume Shadow Copy service is designed to be both an extremely fast means of creating a point-in-time image for backups—on the order of seconds to a minute, depending on the amount of data—and a process that produces high fidelity images without disrupting production servers. (The details of how shadow copies are created and the technical reasons for the speed of their creation are explained in Section 2 of this paper.) Because shadow copy creation is non-intrusive, point-in-time copies can be made more frequently than tape backups, thereby reducing the amount of time a businesses data is at risk should an outage occur. 

2) Restores

Scheduling non-disruptive tape backups has always been the system administrator’s concern. Successful and rapid data restores, on the other hand, is a concern that the entire organization shares. Unfortunately, it is also the part of the process that most often fails. Recognizing this, organizations are taking steps to ensure that the more complex operation of data restoration from tape, which often must be done manually, is tested and proven effective before a problem arises.

Using shadow copies to restore data from disk provides a simple and extremely fast means of recovering data. The VSS infrastructure can be used to restore both large amounts of data, and individual files or folders:

· Large Data Restores. Shadow copies can protect single or multiple volumes from the risks of data loss. By default, shadow copies are read-only; in the event of data loss, they can be changed to read/write status and restored for use. Unlike tape restores, the shadow copy restore process is very rapid—minutes rather than hours (or more). 

· Individual File or Folder Restores. The Shadow Copies for Shared Folders feature lets administrators determine which volumes to copy and to set the frequency of shadow copy creation. The Previous Versions feature enables end users to quickly recover point-in-time copies of individual files or folders that have been accidentally deleted or overwritten. File recreation or lengthy single file restores from tape are unnecessary. Instead, end users can restore earlier versions of their own data by using a point and click process that takes only a few seconds. 

High Fidelity Backups

The biggest cause of un-restorable backups is the lack of coordination between the backup application and end-user applications, such as databases. If applications are open and being written to during the backup, the saved data is inconsistent. VSS, with its shadow copy technology, solves this problem by coordinating with backup service and the application to ensure that no writes to disk are made during the backup process. Should there be a problem during the shadow copy creation, VSS notifies the requestor that the shadow copy is inconsistent, and the backup can be rescheduled. The net result of these two factors is high data integrity. 

Transport

VSS enables several advanced storage management solutions based on the ability to transport data between servers accessing the same storage array
. By design, storage allocated to one server is not accessible by another server; if it were, the stored data could be simultaneously written to by both servers, which would be disastrous. In order to share data between systems, the source data must be copied and the shadow copy made available to the second system. These shadow copies can then be used to: 

· Offload backups to another server.

· Make a shadow copy of production database for testing purposes.

· Keep a shadow copy of data nearby for quick restore.

The net result is enhanced data protection, and better data management.

Microsoft-Vendor Partnerships

VDS and VSS solutions work because of a partnership between independent hardware or software storage vendors and Microsoft. Both VDS and VSS are designed to enable vendors to plug their hardware or software solutions into an interface that allows for better coordination of events such as storage provisioning (VDS) or application backups (VSS).

These partnerships also enable Microsoft to design storage solutions that allow businesses and storage administrators to make highly flexible choices about how they want to implement their disk management and data protection solutions. A robust platform of basic VDS and VSS functionality ships in-box with Windows Server 2003 and Windows Storage Server 2003, while enabling solutions that use the advanced storage management capabilities of many vendor products—complex SAN configurations, for instance. 

II. Technical Details

This section of the paper provides the context for and the technical details concerning the solutions enabled by the VDS and VSS infrastructures. This information is designed to be especially helpful to storage administrators. 

Overview to VSS and VDS Design

There are two approaches to managing storage networks. One is to manage storage through some mechanism on the server; the other is to manage it through a separate storage product that interfaces with some hardware component of the storage network. Both VSS and VDS are designed to enable host-based and hardware-based solutions, as shown in Figure 2. In this figure, Windows host software components are unshaded; third party vendor components are shaded. The additional details of this diagram are explained in later sections. Note that some of these components might not be present.
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Figure 2. VSS and VDS Components in Windows Server 2003

Software Providers

Software solutions implemented on the host computer are referred to variously as “host-based” or ”software” solutions, or as “software providers.” Software providers can be supplied by third party vendors, or by Microsoft (and in some cases, both are present). In the latter case, this software is referred to as the “system software provider,” and is an “in-box” solution that ships with the product without requiring any additional installation steps. 

The advantage of host-based solutions is that they are inexpensive and easy to deploy. Updates and bug fixes are much simpler to manage, since they are part of the operating system service packs. However, host-based solutions do have drawbacks: one is that in high workload settings, the host can be overloaded and performance impaired; another is that advanced functionality might not be provided. 

Hardware Providers

Hardware vendors have also developed their own storage management solutions. These solutions, known as “hardware providers,” can generally provide higher performance capabilities than solutions built into the system software, since the workload is offloaded to the external disk subsystem. Additionally, these solutions can provide maximum configuration flexibility, as well as advanced capabilities such as remote management
. 

Virtual Disk Service

VDS is a core service new to Windows Server 2003 and Windows Storage Server 2003. The VDS infrastructure is designed to provide storage administrators with a single user interface for managing multi-vendor storage at the block level.
How is this single user interface achieved? Storage hardware vendors write a hardware provider that translates the VDS general-purpose interface into specific instructions for the hardware. VDS acts as a coordination service able to support multiple hardware providers (see Figure 3). This means that when a storage administrator purchases storage devices from different vendors (each device with a VDS hardware provider), Windows Server 2003 can manage the devices. This capability helps with the design of integrated solutions and simplifies the creation of storage resource management (SRM) applications (designed to manage multiple storage systems). In Figure 3, the bold lines demarcate hardware components; pale lines indicate third party vendor components. All other boxes show Microsoft functionality. 
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Figure 3. The VDS Architecture, Showing Microsoft and Third Party Functionality

DISKPART

Windows Server 2003 ships with a host-based software provider, the scriptable Diskpart command line interface that provides the functionality to manage disks (both basic and dynamic), partitions, and volumes. DISKPART can be used to grow or shrink volumes (both basic and dynamic), and to assign or change drive letters, as well as for other functions.
First made available to Windows 2000 server as a download from the Web, and included as part of Windows XP, DISKPART provides new and enhanced commands for Windows Server 2003, including:

· Automount: Enables and disables automatic mounting of the file system for a new basic volume. With automounting disabled, there is no chance of a host system accessing storage resources that do not belong to it.

· GPT: Assigns attributes to the selected GPT partition. (GPT, or GUID partition table, is a low level software configuration data format for Itanium 64 computers). These GPT attribute enhancements allow for storage of very large volumes of data (greater than 2 terabytes) and a larger number of volumes or partitions than previously allowed.

· Inactive: Marks the current basic partition as inactive. (Only an active partition can boot Windows.)

· Repair: Repairs a software RAID-5 volume by replacing the failed member or mirror with the specified dynamic disk.

· Remove: Removes a drive letter or mount point assignment. This command is useful to change drive letters associated with removable drives. 

DISKRAID

DISKRAID is the scriptable command set that provides the functionality for managing RAID configurations on the storage array (hardware RAID). Diskraid does not ship in-box; it is available through the Microsoft Windows Server 2003 Deployment Kit. The command line interface works with any storage array that includes a VDS hardware provider. Diskraid commands are primarily concerned with management of LUNs (logical unit numbers), the physically addressable storage units on the storage array. Depending on the vendor implementation for a particular storage array, some Diskraid commands may not be supported.

Managing Storage Arrays

The Diskraid and Diskpart commands are used in combination to prepare the disks in a storage array for use. After disk volumes are created and partitioned, the Format command formats the disk in the specified volume so that it can accept Windows files.

To configure disks in a storage subsystem, use the following Diskraid commands: 

· Select Subsystem. Using the Select command, the administrator can select the (vendor-specific hardware) provider, subsystem, controller, drive or LUN.
· Create LUN. To create a new LUN, the administrator defines the type, (simple, stripe, RAID, or mirror), the size (default unit is megabytes), and the number of drives to use to create the LUN. 
To configure disk and LUN partitions, use these Diskpart commands: 

· Rescan. Locates any new disks that might have been added to the computer. 

· Select Disk. Allows the storage administrator to select the disk (by number) that is to receive focus. 
· Create Partition Primary. Configures basic disks.

· Assign. Assigns drive letter.

Once the storage on the array is configured and formatted for use, the disks must be made accessible to specific hosts for use. The Diskraid Unmask LUN command, in combination with the commands All (all hosts can access the LUN), or None (no hosts can access the LUN), or WWN=(specific host or hosts) accomplishes this goal. 

Additional functionality, such as extending a volume (on either a basic or a dynamic disk) to increase storage capacity of software RAID, can be accomplished through the Diskpart Extend command. On hardware RAID, the Diskraid Extend lun command accomplishes the same expansion. 
Managing Storage on a SAN

Networked storage—based on Fibre Channel or iSCSI technology—is not a prerequisite for implementing RAID storage array solutions. However, because there are limitations to both the number of devices that can be interconnected using a parallel SCSI bus (no more than 16), and distances such connects can span (up to 25 meters), SAN solutions provide a highly effective means for business to scale up their storage solutions. 

Both Fibre Channel and IP SANs (see the white paper Microsoft Support for iSCSI for details) alleviate the problems associated with parallel SCSI technology. The Virtual Disk service has been designed to allow businesses to scale up from moderate sized SANs to very large or complex enterprise configurations. 

Discovery

To correctly allocate storage resources to servers, new storage devices must be first be “discovered.” That is, when they are plugged in, their presence must be registered with the server. For two reasons, this process is more complex to manage on a SAN than it is with direct attached storage. First, even the simplest SAN (Fibre Channel arbitrated loop) can accommodate up to 126 devices, and SAN fabrics can have millions of addresses to manage. Second, devices can connect or disconnect from the SAN, and a server must be able to determine whether a device is, in fact, present for use.

Strictly speaking, VDS does not manage discovery. Instead, VDS queries hardware arrays which in turn enumerate their devices to VDS. VDS queries allow full determination of all disks, LUNs, drives, volumes, collections of volumes (diskpacks), and providers.

Access

VDS controls server access to storage resources on a SAN through the process of masking and unmasking, as explained earlier in the context of Diskraid. The Diskpart Automount command controls automatic mounting of the file system for a new basic volume. With automounting disabled, there is no chance of a host system accessing storage resources that do not belong to it, and mounting a new file system on them.

Boot from SAN 

One of the advantages of storing information on a SAN is that the data remains highly available, even in the event of hardware failure. This is true not only for application and database data, but also for all the operating system software. With local storage, if a server fails, it is necessary to reload all the operating system information, and reconfigure all settings. In a SAN configuration, it is possible to store the operating system information on the SAN. If the server crashes, the operating system information can be added into the new server and rebooted. Windows Server 2003 and Windows Storage Server 2003 both support boot from SAN capabilities, not only making it easier for storage administrators to replace faulty systems, but also making server consolidation using thin (diskless) servers possible.

Volume Shadow Copy Service

The Volume Shadow Copy service provides an infrastructure for creating high fidelity, point-in-time images known as shadow copies. These copies of a single volume or multiple volumes can be made without affecting production server performance. VSS is able to produce high fidelity shadow copies through its coordination with business applications, backup applications, and storage hardware.

Shadow copies can be used for a number of purposes: 

· Rapid backup and restores.

· Individual file restores (using the Shadow Copy for Shared Folders feature).

· Transport (using a hardware provider) for tape backups, testing and data mining. 

Shadow Copy Creation: Methods

There are two methods for creating shadow copies—either making a complete copy of the data on a volume (thus creating a clone), or copying only the changes to the volume data (the copy-on-write method). Each method results in two data images: the original volume and the shadow copy volume. The functional difference between the two is that the original volume copy maintains full read/write status once the shadow copy volume is made, whereas the shadow copy volume is read-only. This ensures that the shadow copy volume remains a point-in-time copy until its status is changed by the administrator for a specific purpose (such as transport to another server for some other use).

· Clone (Full Copy/Split Mirror): A clone is a complete copy (“plex”) of the original data volume. Created through either software or hardware mirroring, clones remain synchronized until the administrator breaks the mirror connection at some point in time. From this point forward, the source data and the shadow copy volume are independent: the original volume continues to take application changes, while the shadow copy volume, an exact copy of the original data at the time of the break, is effectively frozen in time.

Copy-On-Write (Differential Copy): This method creates shadow copies that are differential rather than full copies of the original data. Like the clone method of creating shadow copies, the copy-on-write method can produce shadow copies using either software or hardware solutions. This method makes a shadow copy of the original data before it is overwritten with new changes, as shown in Table 1. When a change to the original volume occurs (but before the write is made) the to-be-modified block is read and then written to a “differences area,” preserving a copy of the data block before it is overwritten with the change. This is commonly referred to as “copy-on-write.” With the blocks in the differences area and unchanged blocks in the original volume, a shadow copy can be logically constructed that represents the shadow copy at the point in time in which it was created.

Table 1. The Copy-on-write Method of Creating Shadow Copies

	Time
	Source Data (status and data) 
	Shadow Copy (status and data)

	T0
	Original data
	1 2 3 4 5
	No copy
	—

	T1
	Data changed in cache
	3→3’ 
	Shadow copy created (differences only) 
	3

	T2 
	Original data overwritten
	1 2 3’ 4 5 
	Differences and index stored on shadow copy
	3


One advantage of the copy-on-write method is that it creates shadow copies very rapidly, since it is only writing the changes to disk. The disadvantage to this method is in the restoration: in order to fully restore the data, the original data must still be available; without it, the shadow copy is incomplete and non-restorable. 

Although both shadow copy creation methods allow for either software or hardware solutions, shadow copies are not transportable unless they are created through using a hardware provider. 

VSS Components Involved in the Shadow Copy Creation Process

Successful shadow copy creation requires the completion of a number of steps, the details of which are quite complex. This section outlines the components of the Volume Shadow Copy service—requestors, writers and providers—necessary for creating high fidelity shadow copies. 

1) Requestors: Initiating Shadow Copy Creation

The Volume Shadow Copy service is invoked by the requestor, software that initiates basic VSS functions such as creating, importing, breaking or deleting a shadow copy. Depending on the problem to be solved, different types of requestor applications are invoked: backup applications for VSS-enabled backups, management applications to manage shadow copy creation and usage
, or utility applications designed to help solve other IT problems. (One such example is vrfydsk, which helps to verify whether chkdsk should be run). 

2) Writers: Preventing Data Inconsistencies

If, during the shadow copy creation process, an application writes to disk, data inconsistencies can occur, compromising the integrity of the point-in-time data image. The Volume Shadow Copy service has been designed to eliminate these drawbacks. Key to this design is the writer, an application-specific software module that acts to ensure that an application’s data is consistent when a shadow copy is created.

Under this design, the responsibility for data consistency has been shifted from the requestor application to the production application itself. The advantage of this approach is that application developers—those most knowledgeable about their applications—can ensure, through development of their own writers, maximum effectiveness of the shadow copy creation process. 

3) Providers: Creating Shadow Copies 

In the context of shadow copy creation, a provider is the interface to the point-in-time imaging capabilities, either on either the storage array (hardware-based) or in the operating system (software based). Windows Server 2003 includes a system software provider with shadow copy functionality in-box; alternatively, third party hardware and software vendors can develop their own hardware or software providers to provide point-in-time imaging functionality. Windows Server 2003 supports multiple hardware and software providers which can be used in combination to solve many different IT operational scenarios.

VSS selects the provider to use during shadow copy creation using the following default hierarchy: hardware provider → software provider → system software provider. If a specific IT operational problem requires it, the requestor can override this hierarchy.

Coordination of Shadow Copy Creation: the Complete Sequence 

The various roles of the requestor, writer and provider are put into context in this section, which lists the steps that need to be taken to create a shadow copy. Overall coordination of the requestor, writer and provider is under VSS control. 

· The requestor notifies the VSS coordinator service to prepare for shadow copy creation.

· The VSS coordinator notifies the application-specific writer to prepare its data for making a shadow copy. 

· The writer prepares the data in whatever way is appropriate for that application, such as completing all open transactions, rolling transaction logs, and flushing caches. 

· When the data is prepared for shadow copy creation, the writer notifies the VSS coordinator.

· The VSS coordinator relays the message to the requestor, and the requestor initiates the “commit” snapshot phase.

· The VSS coordinator temporarily halts (quiesces) application I/O write requests (I/O read requests are still possible) for the several seconds required to create the shadow copy of the volume or volumes. 

· The provider creates the shadow copy (a maximum of 10 seconds).

· After the shadow copy is created, the VSS coordinator releases the writer from its temporary quiescent phase. 

· All queued write I/Os are completed.

· VSS queries the writers to confirm that write I/Os were successfully held during shadow copy creation. 

· If the writes were not successfully held (meaning the shadow copy data is potentially inconsistent), the shadow copy is deleted and the requestor is notified. 

· The requestor can retry the process (loop back to 1) or notify the administrator to retry at a later time. 

As a direct result of steps 6 and 10-11, the VSS coordinator service ensures that the shadow copy is a highly consistent copy of the original data. Moreover, because all the preparation for making the shadow copy is completed prior to halting the application write I/Os, production performance is not impacted. 

VSS for Fast Backups and Restores

The most common implementation of a requestor is a backup application. Backup applications can benefit from the application-aware design of VSS for a number of reasons. Some backup applications are designed to check the application data—including metadata and log files—for inconsistencies. Other backup applications do not implement consistency checks, and instead require the administrator to ensure that applications are closed before the backup process. However, even the backup applications that do complete consistency checks have drawbacks:

· Excessive Time. Depending on the amount of data involved, the consistency check, done at the completion of a backup, can take hours. If, by the end of the check, inconsistencies are found, the backup must be redone. For many businesses, there simply is not the time.  

· Complexity. Because each application—SQL, Exchange, etc—is designed differently, the location of the data, metadata and log files varies widely. Backup application developers have traditionally borne the responsibility of developing a reliable interface between the backup product and the data to correctly find and use this information. These companies have also been responsible for ensuring that application patches are captured and integrated into the backup application. These fixes are not always captured.

Using the VSS infrastructure, backup application developers can take advantage of requestor and writer functionality. Together, these functionalities reduce the time and complexity involved in preparing data for backup and they ensure high fidelity point-in-time shadow copies that can be successfully and quickly restored. 

VSS for Individual File Restores

The system administrator can make shadow copies available to end users through a feature called “Shadow Copies for Shared Folders.” The administrator uses the Properties menu (see Figure 4) to turn on the Shadow Copies feature, selects the volume(s) to be copied, and determine the frequency with which shadow copies are made. 
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Figure 4. The System Administrator’s View of Shadow Copies for Shared Folders

With Shadow Copies for Shared Folders enabled, the end user who accidentally deletes or overwrites a file or folder is no longer faced with one of two equally costly necessities: recreating the lost information, or requesting that the system administrator or IT department staff go through the time-intensive process of locating the correct file and restoring it from tape. 

Instead, end users can restore their own files by using a simple interface (see Figure 5) in which restoring the lost file is as simple as clicking the appropriate previous version. The file is restored within seconds. 

Some studies estimate that as much as one third of all data loss is caused by human error. Thus, the end-users’ ability to restore their own lost files through Shadow Copies for Shared Folders technology represents considerable savings for the organization, both in terms of time and money. 

VSS supports a maximum of 512 shadow copies is per volume. Of these, 64 can be for Shadow Copies for Shared Folders (SCSF). While shadow copies can be made at intervals of any frequency, the default is every four hours on weekdays. Only a finite number of shadow copies can be used for SCSF. When this limit is reached, the oldest copies are automatically deleted as new shadow copies are produced.
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Figure 5. The End-user Interface for Shadow Copies for Shared Folders 

VSS for Transport: Tape Backups, Data Mining, and Testing

While multiple servers can access the same storage array, they do not share access to the same storage unit (a LUN, for instance), since to do so would result in corrupted data (from multiple server writes to the same LUN). For servers to share the same data, the traditional sequence is to first back up the data on one server and then to restore it to a second server. This process can be quite lengthy. 

With VSS and a storage array with a VSS-aware hardware provider, it is possible to create a shadow copy of the source data on one server, and then to import that on another server. This process, essentially “virtual” transport, is accomplished in a matter of minutes, regardless of the size of the data. The transport process is accomplished through a series of Diskraid command steps: 

· Create a shadow copy of the source data on server 1 (read only).

· Mask off (hide) the shadow copy from server 1.

· Unmask the shadow copy to a second server. 

· Optionally, clear the read-only flags on the shadow copy. 

The data is now ready to be used. 

VSS transport is an advanced solution that works only if it has a hardware provider on the storage array. Shadow copy transport can be used for a number of purposes, including: 

1) Transport for Tape Backups

Backing up data to tape is perhaps the most I/O intensive operation an application can perform. On a production LAN, this is problematic, since the data must travel across two systems: from the storage on the server across to the network to the backup system, and from the backup system across the SCSI bus to the tape device. This high traffic process can result in considerable congestion on the production network, thereby degrading application performance. There are a number of alternatives that help alleviate this problem: one is to use of a dedicated LAN for backups; another is to move the backup process from the production network onto a SAN for LAN-free backups.

A third alternative is transport of shadow copies from the production server onto a backup server, where they can then be backed up to tape. Like the other two alternatives, this option removes backup traffic from the production server. While some backup applications might be designed with the hardware provider software that enables transport, others are not. The administrator should determine whether or not this functionality is included in the backup application. 

2) Transport for Data Mining 

The data in use by a particular production server is often useful to different groups or departments within an organization. Rather than add additional traffic to the production server, a shadow copy of the data can be made available through transport to another server. The shadow copy can then be processed for different purposes, without any performance impact on the original server.  

3) Transport for Testing

Shadow copies are particularly useful for software developers, who often need data to test new versions of an application against. Developers can make a shadow copy of the source data and transport it to a different server to for purposes of application testing. If an application corrupts the shadow copy of the data, there will be no impact on the original data. 

Support for VSS-based Solutions

Microsoft provides in-box support for a number of operating system services and applications (see Table 2). Other applications, including Exchange Server 2003, also support VSS solutions, but are not shipped inbox with Windows Server 2003 or Windows Storage Server 2003.

Table 2. In-box Writers

	Microsoft Operating System Services and Applications

	Microsoft Cluster service

	Microsoft Certificate Server

	Microsoft Data Engine

	Microsoft DHCP service

	Microsoft Terminal Services

	Windows File Replication service (FRS) 

	Windows Internet Naming Service (WINS)

	Windows Management Instrumentation (WMI)

	Windows Registry

	Event Log

	Removable Storage

	Active Directory® directory service

	Microsoft® Internet Information Services (IIS)

	Microsoft® SQL Server™ 2000


Most major backup application vendors are working on VSS-enabled solutions. These requestors are either newly released or are in the final stages of development and are scheduled to ship before the end of 2003. Contact your storage vendor for product availability. 

Storage array vendors are implementing VSS hardware providers for their newest models. As of this white paper release date, providers are available from HP models XP, VA, EVA; EMC Symmetrix, CLARiiON, and XIOtech Magnitude. Contact array vendors for scheduled release dates. 

Summary

Managing local and networked attached storage is an increasingly time-consuming and complex task for system administrators—so much so, that the position of storage administrator (separate and distinct from network or system administrator) has emerged in many organizations. The storage administrator is tasked with designing and implementing the most cost-effective means of providing highly available and highly protected data. In many businesses this means managing storage across multiple platforms and across storage devices from multiple vendors. 

The Virtual Disk service, new to Windows Server 2003 and Storage Server 2003, provides the storage administrator with an effective means to manage multi-vendor storage using a single interface, thereby eliminating one source of management complexity. The Volume Shadow Copy service makes snapshotting capabilities native to Windows, enabling increasingly sophisticated and easy-to-manage data protection solutions. 

Related Links

See the following resources for further information:

· “Introduction to Shadow Copies for Shared Folders” at http://go.microsoft.com/fwlink/?LinkId=19622
White papers at http://go.microsoft.com/fwlink/?LinkId=19624 
· “Windows Server 2003 Active Directory Fast Recovery with Volume Shadow Copy service and Virtual Disk Service” 

· “Microsoft Support for iSCSI” 

� Since Windows Storage Server 2003 is based on the Windows Server 2003 platform, wherever Windows Server 2003 is referenced, the reader should note that Windows Storage Server 2003 is implied as well. 


� Although it may sound costly to replicate data across more than one disk, in fact disk resources are far less expensive than the time it takes for a storage administrator to manage disk problems. 


� VDS can configure RAID subsystems as well as mask or unmask storage resources to non-Windows platforms. It cannot, however, format disks with a non-Windows file system.





� ComputerWorld, April 2003. 


� Transport-based solutions require third party vendor support. 


� In the case of VSS, for example, shadow copy transport is not enabled except through third party hardware solutions. 


� See the white paper “Windows Server 2003 Active Directory Fast Recovery with Volume Shadow Copy service and Virtual Disk service.”






