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Deploying Message Queuing (MSMQ) 3.0 in a Server Cluster

Introduction

A server cluster is a group of independent servers running the Cluster service and working collectively as a single system, by grouping together multiple servers running Microsoft® Windows Server ™ 2003, Enterprise Edition or Windows Server 2003, Datacenter Edition.

Server clusters minimize downtime of server applications and resources during server failures and planned outages. If one of the servers in a cluster is unavailable due to failure or maintenance, resources and applications move to another available cluster node. Cluster service benefits include:

· Failover/High availability. On a server cluster, ownership of a cluster resource is automatically transferred from a failed server to an available one. When a system or application in the cluster fails, the Cluster service restarts the failed application on an alternative node.

· Failback. The Cluster service automatically rebalances the cluster workload when a failed node comes back online.

· Manageability. You can use Cluster Administrator to manage a cluster as a single entity and to manage applications as if they were running on a single server. You can move applications and data among clusters as required. You can also monitor the status of cluster nodes and resources.

· Scalability. Server clusters can grow to meet rising demands, and additional nodes can be added to existing clusters.

Different types of applications and services can benefit from server clustering. These include services provided by Windows® such as Microsoft Message Queuing (MSMQ), and cluster-aware applications that can take advantage of Cluster service benefits to protect against hardware and software failures. 
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Caution

Some of the procedures in this document involve registry changes. Incorrectly editing the registry may severely damage your system. It is recommended that you back up any valuable data on the computer before making changes to the registry.

Understanding MSMQ Cluster Resources

The MSMQ service and the MSMQ Triggers service can be implemented in a server cluster by creating MSMQ resources and MSMQ Trigger resources in the cluster. 

A complete cluster-aware application actually consists of multiple resources that are related and interdependent in different ways. Such resource dependencies define the order in which resources are brought online, or how they fail. The MSMQ resource is dependent upon the:

· Network Name resource. When this resource is included in a group with an IP address resource, it provides an identity to the group, and allows the group to be accessed by remote clients as a virtual server. 

· Physical Disk resource. This resource provides access to cluster physical storage for the clustered MSMQ application’s messages and queues.

Single or multiple resources are managed and monitored as a single unit known as a resource group. Groups are assigned to individual nodes in a cluster, and if a node fails, Cluster service transfers a group to an alternative node (failover). After a node becomes active again, the group is transferred back to the original node (failback).

MSMQ Virtual Server

In a non-clustered environment, network clients must connect to a physical server, identified by a unique network name and IP address, to access a network application or service. If the physical network server is not available, the application cannot be accessed. Server clusters enable the creation of virtual servers. In addition to MSMQ clients communicating with a standard MSMQ server running on a cluster node, cluster-aware MSMQ applications can communicate with MSMQ running in the context of a virtual server. 

An MSMQ virtual server is a group consisting of an MSMQ cluster resource and its dependent resources described previously. This virtual server can be accessed by clients without them being aware of the physical location of the MSMQ resource. The MSMQ virtual server is not associated with a specific computer, and if the node hosting the virtual server fails, it will be transferred to an alternative node and still be available to its clients. 

An MSMQ virtual server provides similar functions to MSMQ on a physical computer. Queues can be created on a virtual server, and messages can be sent to them. For example, such queues can be addressed using the VirtualServerName\QueueName syntax. Virtual servers are managed using standard snap-ins. For more information on managing MSMQ virtual servers using a snap-in, see To Manage an MSMQ Virtual Server in Computer Management.

The types of services provided by MSMQ running in the context of a virtual server depend on the configuration of the MSMQ servers installed on the cluster nodes. For example, if MSMQ servers with routing services enabled are installed on the nodes of a server cluster, these services will also be available in the context of the virtual servers hosted on those nodes. However, the Downlevel Client Support component cannot run on a virtual server.

Active/active cluster model

MSMQ 2.0 and MSMQ 3.0 support the active-active clustering model. In such a model, there can be multiple MSMQ virtual servers running and active on a single node. 

In a simplified example, if there are two nodes in a server cluster and MSMQ is installed on both of them, and if these two nodes host a total of three virtual servers, any of these virtual servers can fail over to the other node. In the event of such a failover, the resources of a group on one node, initially the preferred node, are taken offline and then brought back online on another node. The data stored on the physical disk remains unchanged because only the ownership of the Physical Disk resource is transferred to the new node. Upon failback, the resources are moved back logically to the preferred node.

Because the MSMQ Triggers service is cluster-aware and supports the active/active paradigm, when the MSMQ service fails over to another node, the Triggers service will fail over along with it. For more information on configuring such a scenario, see Implementing MSMQ Triggers in a Cluster.

Planning for MSMQ in a Cluster

The steps for planning for MSMQ in a cluster include:

· Before beginning installation

· Creating a Distributed Transaction Coordination resource

· Creating an MSMQ resource

· Enabling Kerberos authentication on the Network Name resource

· Managing MSMQ virtual servers using standard snap-ins

· Uninstalling MSMQ on a server cluster

Before Beginning the Installation

When creating and configuring an MSMQ resource in a server cluster, you must install MSMQ 3.0 on each node of the server cluster. Before the installation, note the following:

· The cluster must be created before you install MSMQ 3.0 on any cluster nodes.

· MSMQ 3.0 must be installed on the physical computer before creating an MSMQ resource. 

· MSMQ 3.0 must be installed with the same set of subcomponents in each node of the server cluster. 

Creating a Distributed Transaction Coordination Resource

If you intend to use external transactions in the cluster, you must create a Distributed Transaction Coordinator (DTC) resource in the cluster and bring it online before creating an MSMQ resource in a cluster group. If you require a DTC resource in the cluster, note the following:

· DTC is installed by default on computers running Windows Server 2003. 

· Only one DTC cluster resource is created for an entire server cluster.

· Before creating a DTC resource, there must be a group that already exists in the cluster to which the DTC resource will belong. The DTC resource needs a cluster group that has an IP, Name, and Physical Disk resource.

· The DTC resource can be in a different resource group from the MSMQ resource.

· The DTC resource is dependent on the Physical Disk resource.

Creating an MSMQ Resource

After MSMQ 3.0 is installed on cluster nodes and you have created a DTC Resource if required, you can create an MSMQ resource on the cluster. Before doing this, note the following:

· Although you can have multiple MSMQ resources in a server cluster, do not create more than one MSMQ resource in a single cluster group, because the behavior of such multiple resources is undefined.

· If you do have multiple MSMQ resources in a server cluster, message activity may not function as expected unless you increase the system view space memory pool size of each node by 4 megabytes (MB) for each instance of the MSMQ resource. For more information, see Troubleshooting Cluster Issues.

· After creation, do not rename resources for MSMQ. 

· When you select the Physical Disk resource in the group, MSMQ allocates its storage in the \msmq\storage folder on the shared disk. After storage has been allocated, you cannot modify the folder location. 

· On a cluster node, the MSMQ service start configuration is set to manual. Thus, after restarting a node computer, the MSMQ service running on the node does not restart automatically. However MSMQ resources that were online do come back online automatically.

· The MSMQ resource does not have to be located in the same resource group as the DTC resource.

· The MSMQ resource can come online even if the DTC resource is not online, provided there are no transactions to recover. If the DTC resource is offline, transactions are disabled. After the DTC resource comes back online, the transactions will be enabled.

· A cluster diagnostic log is available to monitor any errors that occur when creating an MSMQ resource. This is located by default at %systemroot%\Cluster\cluster.log. For example, a device not ready error indicates that MSMQ was not installed on the node. 

Enabling Kerberos Authentication on the Network Name Resource

Server clusters can maintain an Active Directory® object for virtual servers in a cluster, to allow clients accessing the virtual server to be authenticated by Kerberos. This allows applications that use Active Directory, such as MSMQ on a virtual server, to publish information to these virtual server computer objects. Note that the following limitations apply:

· Kerberos authentication is not enabled by default.

· You cannot apply Group Policy to a virtual server object, or to the applications running on the virtual server. So when a virtual server computer object is a part of an organizational unit with an associated Group Policy object, the Group Policy cannot be applied to the virtual object. For more information, see the Server Cluster online Help on computers running Windows Server 2003.

· The Cluster service account is limited to creating a maximum of 10 virtual server objects in Active Directory by default. For more information on modifying this default behavior, see the Server Cluster online Help.

· If you enable Kerberos authentication for a virtual server’s Network Name resource, ensure that the Cluster service account has appropriate rights to the computer object associated with that Network Name resource. For more information about access rights and permissions, see the Server Cluster online Help.

When Kerberos authentication is enabled, the next time the Network Name resource is brought online, a computer object for the Network Name resource will be created or updated in Active Directory. 

If the virtual MSMQ server managed by the MSMQ resource will access Active Directory, you must enable Kerberos authentication for the Network Name resource upon which the MSMQ resource depends. Note that to enable Kerberos authentication you will need to take offline the Network Name resource upon which the MSMQ resource depends, and then bring it online again. Any other resources that depend on this Network Name resource will automatically be taken offline during this procedure.

Managing MSMQ Virtual Servers using Standard Snap-ins

Virtual servers are managed using standard snap-ins. The Active Directory Users and Computers snap-in can be used to manage the MSMQ resources within a virtual server, just as it is used to manage MSMQ on a physical server.

You can also manage an MSMQ virtual server from a local Computer Management snap-in by creating a Generic Application resource in the same cluster group as the MSMQ resource. Make the Generic Application resource dependent on the MSMQ resource and configure it to launch the Computer Management snap-in. After you have done this, the Computer Management snap-in will appear on the desktop of the node that owns the MSMQ resource. 

Uninstalling MSMQ on a Server Cluster

To uninstall MSMQ on a computer that is part of a server cluster, perform the uninstall in the following order:

· Delete the MSMQ resource from a node.

· Uninstall MSMQ on the physical node computer. 

Installing and Configuring MSMQ 3.0 in a Cluster

This section outlines the procedures required to install and configure MSMQ 3.0 in a server cluster. There are also procedures for deleting MSMQ resources and uninstalling MSMQ from a cluster node.

Installing and Configuring MSMQ 3.0

On each node on computers running Windows Server 2003, Enterprise Edition or Windows Server 2003, Datacenter Edition in the cluster, install MSMQ 3.0 on a cluster node.
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To install MSMQ 3.0 on a cluster node

1. Click Start, point to Control Panel, and then select Add or Remove Programs.

2. Click Add/Remove Windows Components. 

3. In the Windows Components Wizard, select the Application Server check box, click Details, select the Message Queuing check box, and then click Details. 

4. On the Message Queuing page, you can select the following subcomponents that you want to install:

· To provide message routing services, select the Routing Support check box. 

· To install the MSMQ directory service, which provides access to MSMQ objects in Active Directory for MSMQ 1.0 clients on computers running Windows 98, Windows 95, Windows Millennium Edition (Me), and Windows NT ® 4.0, and for MSMQ 2.0 clients on computers running Windows 2000, select the Downlevel Client Support check box. 

· If the computer belongs to a domain and you want it to operate in workgroup mode, clear the Active Directory Integration check box. In this case, you cannot install Routing Support. 

· If you want to install MSMQ Triggers, select the Triggers check box. 

· If you intend to send messages by HTTP transport, select the MSMQ HTTP Support check box. 

5. Click OK, and then click Next. 

6. Follow the remaining instructions in the wizard.
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To create and configure a DTC resource in the cluster

7. Click Start, point to All Programs, point to Administrative Tools, and then click Cluster Administrator. 

8. In Open Connection to Cluster, select the applicable cluster or server in the Cluster or server name list. If you select a server, the name of the cluster to which it belongs will appear in the console tree.

9. In the console tree, click the cluster group to which you want the DTC resource to belong. 

10. After the group is selected, on the File menu, point to New, and then click Resource. 

11. In the New Resource Wizard, in Name and Description, type a name and description for the DTC resource, and select Distributed Transaction Coordinator (DTC) in the Resource type list box. Then click Next. 

12. In Group, select the group that you want the DTC to belong to. By default, the DTC resource will install into the first group it locates that has an IP, Name, and Physical Disk resource, unless you identify a specific group. 

13. On the Possible Owners page, add the nodes that will own the DTC resource. If you want to add nodes to the automatically chosen list under Possible owners, select them from the list under Available nodes and click Add. If you want to remove nodes from the automatically chosen list under Possible owners, select them in this list and click Remove. Then click Next. 

14. On the Dependencies page, under Available resources, select name of the Physical Disk resource in the group and click Add. Then click Finish. 
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To bring the DTC resource online

15. Click Start, point to All Programs, point to Administrative Tools, and then click Cluster Administrator. 

16. In the console tree, click the Resources folder.

17. In the details pane, click the resource you want to bring online.

18. On the File menu, click Bring Online. This also brings the Physical Disk resource online that the DTC resource is dependent on.
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To create and configure an MSMQ resource and group (virtual server) 

19. Click Start, point to All Programs, point to Administrative Tools, and then click Cluster Administrator. 

20. In Open Connection to Cluster, select the applicable cluster or server in the Cluster or server name list. If you select a server, the name of the cluster to which it belongs will appear in the console tree.

21. In the console tree, click the cluster group to which you want the MSMQ resource to belong. 

22. After the group is selected, on the File menu, point to New, and then click Resource. 

23. In the New Resource Wizard, in Name and Description, type a name and description for the MSMQ resource, and select Message Queuing in the Resource type list box. Then click Next. 

24. In Group, select the group that you want the MSMQ resource to belong to. 

25. On the Possible Owners page, add the nodes that will own the MSMQ resource. If you want to add nodes to the automatically chosen list under Possible owners, select them from the list under Available nodes and click Add. If you want to remove nodes from the automatically chosen list under Possible owners, select them in this list and click Remove. Then click Next. 

26. On the Dependencies page, under Available resources, select the name of the Network Name resource in the group and click Add, and then select the name of the Physical Disk resource in the group and click Add. Then click Finish. 
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To enable Kerberos authentication on the Network Name resource

27. Click Start, point to All Programs, point to Administrative Tools, and then click Cluster Administrator.

28. In the console tree, click the Resources folder.

29. In the details pane, right-click the Network Name resource selected as a dependency in the previously listed procedure To create and configure an MSMQ resource and group (virtual server), and then click Take Offline. 

30. After the Network Name resource is offline, right-click the Network Name resource again, and then click Properties.

31. On the Parameters tab, select Enable Kerberos Authentication, and then click OK.

32. In the details pane, right-click the Network Name resource, and then click Bring Online.

After you have created the MSMQ resource and enabled Kerberos authentication if required, you need to bring the MSMQ resource online.
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To bring the MSMQ resource online

33. Click Start, point to All Programs, point to Administrative Tools, and then click Cluster Administrator.

34. In the console tree, click the Resources folder, and then in the details pane, click to select the MSMQ resource. 

35. On the File menu, select Bring Online. 
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To manage an MSMQ virtual server from Computer Management

36. Click Start, point to All Programs, point to Administrative Tools, and then click Cluster Administrator.

37. In the console tree, right-click the cluster group to which the MSMQ resource belongs, point to New, and then click Resource to launch the New Resource Wizard. 

38. In the Resource Name text box, type Computer Management.

39. In the Resource Type list box, select Generic Application, and then click Next. 

40. In Group, select the group that the MSMQ resource belongs to. 

41. On the Possible Owners page, select the set of possible owners to match the possible owners set for the Message Queuing resource, and then click Next.

42. On the Dependencies page, in Available resources, select the Network Name resource and click Add. Then select the MSMQ resource that you previously created in To create and configure an MSMQ resource and group (virtual server), and click Add. Then click Next.

43. In Command Line, type: mmc compmgmt.msc
44. In Current Directory, type: %windir%\system32
45. Select Use Network Name for the computer name, and Allow application to interact with desktop. Click Next, and then click Finish.

46. In the console tree, click the Resources folder, and then in the details pane, click to select the Computer Management resource you have just created.

47. On the File menu, select Bring Online. 

Deleting the MSMQ Resource from a Node

Before deleting resources in the Message Queuing virtual server group, note the following:

· When you delete a resource, Cluster Administrator also deletes all the resources that have a dependency on the resource.

· The Cluster service requires that a resource be offline before deleting it. If the resource is online, Cluster Administrator takes it offline automatically before deleting.
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To delete the Message Queuing resource group

48. Click Start, point to All Programs, point to Administrative Tools, and then click Cluster Administrator.

49. In the console tree, click the Groups folder.

50. In the details pane, click the group that represents the Message Queuing virtual server.

51. Delete or move all resources in the group.

52. On the File menu, click Delete.

Uninstalling MSMQ from a Cluster Node

After the MSMQ resource has been removed, you can delete MSMQ from the physical node. Before doing this, note the following:

· When uninstalling MSMQ in a multidomain environment, wait for Active Directory replication to occur and check that the msmq object for the applicable computer was removed before attempting to reinstall MSMQ on the same computer.

· Uninstalling MSMQ does not remove MSMQ executable files from the Windows\System32 and Windows\System32\Drivers folders.
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To uninstall MSMQ

53. Click Start, point to Control Panel, and then click Add or Remove Programs.

54. Click Add/Remove Windows Components, select Application Server, and then click Details. 

55. Clear the Message Queuing check box, and then click Next.

56. When asked if you want to permanently delete the queues and messages created by Message Queuing, click Yes.

Implementing MSMQ Triggers in a Cluster

The MSMQ Triggers service supports the active/active paradigm, and when the MSMQ service fails over to another node, the Triggers service will fail over along with it. For this to occur, you must create an MSMQ Triggers resource with resource dependencies on the MSMQ resource and the Network Name resource on the applicable node using Cluster Administrator. When failover occurs, the trigger and rule definitions, which are stored in the Windows registry, can then propagate among cluster nodes along with the other MSMQ keys. After failover, the Triggers service can thus continue to process the incoming messages in each monitored queue and invoke the applicable stand-alone executable or COM component according to the rules defined.

Before creating and configuring an MSMQ Triggers resource, note the following:

· This task is performed on a computer that is running Windows Server 2003, Enterprise Edition or Windows Server 2003, Datacenter Edition, is part of a server cluster, has MSMQ with triggers already installed, and has an MSMQ resource already configured. 

· After creation, do not rename resources for MSMQ Triggers. 

· The trigger and rule definitions for the cluster resource created are stored in subkeys in the local Windows registry under a special key. The MSMQ Triggers resource is checkpointed with this registry key and the subkeys under it so that when the resource is moved to a new node (during failover, for example), the required keys are propagated to the local registry on the new node. After failover, the Triggers service can thus continue to process the incoming messages in each monitored queue and invoke the applicable stand-alone executable or COM component according to the rules defined. 

[image: image11.wmf]
To create an MSMQ Triggers cluster resource

57. Click Start, point to All Programs, point to Administrative Tools, and then click Cluster Administrator. 

58. In Open Connection to Cluster, select the applicable cluster or server in the cluster or server name list. If you select a server, the name of the cluster to which it belongs will appear in the console tree.

59. In the console tree, click the cluster group to which you want the MSMQ Triggers resource to belong. 

60. After you have selected the group, on the File menu, point to New and then click Resource. 

61. In the New Resource Wizard, in Name and Description, type a name and description for the MSMQ resource, and select Message Queuing Triggers in the Resource type list box. Then click Next. 

62. In Group, select the group that you want the MSMQ Triggers resource to belong to. 

63. On the Possible Owners page, add the nodes that will own the MSMQ triggers resource. If you want to add nodes to the automatically chosen list under Possible owners, select them from the list under Available nodes and click Add. If you want to remove nodes from the automatically chosen list under Possible owners, select them in this list and click Remove. Then click Next. 

64. On the Dependencies page, under Available resources, select the name of the MSMQ resource in the group, and then click Add. Then select the Network Name resource in the group and click Add. Then click Finish. 

After you have created the MSMQ Trigger resource, you need to bring it online.
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To bring the MSMQ Triggers resource online

65. Click Start, point to All Programs, point to Administrative Tools, and then click Cluster Administrator.

66. In the console tree, click the Resources folder, and then in the details pane, click to select the MSMQ Triggers resource. 

67. On the File menu, select Bring Online. 

Managing IP Addresses for Messaging on a Server Cluster

On the physical node of a cluster, there are usually two network adapters with different IP addresses. One of these network adapters is used only for internal cluster communication. To ensure that MSMQ does not use the private IP address of this internal network adapter for messaging, which would result in messaging failure, MSMQ maintains a list of all private IP addresses on a cluster node. When MSMQ starts, it automatically checks this list to verify that the IP address of an internal network adapter is not selected for messaging. Alternatively, you can specify an IP address on the cluster node that must be used for messaging, instead of allowing MSMQ to randomly select an IP address from those available.

The IP address used for messaging is derived by applying the following conditions:

· On a virtual server, the virtual server’s IP address (the address that is defined for the IP Address resource) is used. 

· If the cluster node has only one IP address, that address is used. 

· If an IP address is specified in the registry, that address is used. If the IP address specified cannot be found on the node, an event will be issued and the registry entry ignored. 

· If a node has multiple IP addresses, the cluster API is used to make two lists — a first list of all private (not static) IP addresses, and a second list of all the node’s IP addresses. These two lists are then compared, to select an address that is in the second list but not the first. An informational event is issued with the IP address chosen. If the only IP addresses available are those in the first list, one of those is used, and an event is issued. 

To specify an IP address that should be used for messaging, create a DWORD value — BindInterfaceIP in HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\MSMQ\Parameters\ — in the usual IP address format. Note that the IP address should only be that of a physical node, not a virtual server. After editing the registry, restart the MSMQ service for the changes to take effect. Remember that after restarting a node computer, the MSMQ service running on the node does not restart automatically, and you need to restart it manually. However, MSMQ resources that were online do come back online automatically.

IP Addresses for Multicast Messaging on a Server Cluster

On a cluster node with multiple network adapters, a problem will arise when the computer tries to send multicast messages by means of these multiple network adapters. In effect, MSMQ will randomly choose a network adapter for sending multicast messages. If the private network adapter is chosen, multicast recipients will not receive the message. To work around this issue, you can specify the source IP address to be used for sending multicast messages. To do this, create the DWORD value MulticastBindIP HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\MSMQ\Parameters\, in the usual IP address format. This must be the IP address of a physical node, not a virtual server. After setting the registry, restart the MSMQ service for the changes to take effect. For multicast messaging on a node, if no IP address is specified in the MulticastBindIP, the IP address to be used will be derived from the procedure detailed previously in the section entitled Managing IP Addresses for Messaging on a Server Cluster. 

Troubleshooting Cluster Issues

The following questions and answers are designed to provide guidance in troubleshooting cluster issues.

Q. Are there any issues with managing private queues remotely when MSMQ is deployed in a cluster?
A. Private queues can only be managed (created, deleted, or configured) from the local computer that owns the queue. For a cluster, that means that the application (or the Computer Management tool) that manages private queues must run in the context of the MSMQ virtual server that owns the private queues. For details of managing a virtual server from the Computer Management snap-in, see To manage an MSMQ virtual server from Computer Management.

Q. What are some of the problems that prevent an MSMQ resource from coming online?
A. The following are two potential problems:

· The account that runs the Cluster service does not have permission to create computer objects in the domain. You must grant this account the Create Computer or Create All Child Objects permission for the default Computers container. When it fails again, you should see the computer object created, and grant the Create Computer, (or Create All Child Objects) permission for the new computer object to the appropriate user. Note that this applies to the user account running the Cluster service and not to the logged on user account.

· Kerberos authentication has not been enabled. For more information, see Enabling Kerberos Authentication on the Network Name Resource.

Q. What are some of the common problems and mistakes made when configuring MSMQ and MSMQ-based applications on a cluster?
A. The following is a list of common problems and mistakes made, including troubleshooting suggestions:

· Your MSMQ service or application should use cluster netname as the computer name. You can configure this setting in the Cluster Administrator tool. In the Parameters page of your application or service properties, select the Use Network Name for computer name check box. To ensure that this check box is available, verify that your application or service is dependent on the Network Name resource.

· Your MSMQ application must be dependent on the MSMQ resource — so the MSMQ resource must be added to the cluster group that runs the application. Otherwise, failover will not operate as expected.

· Renaming of cluster netname is not supported by MSMQ.

· If your MSMQ application code runs inside your own resource DLL, be aware that resource DLLs are run by the resource monitor service in the context of the node, and not in the context of any virtual server. This means that any MSMQ call from a resource DLL is directed to the MSMQ service on the node. This service is set as manual, and thus does not start automatically when the node restarts. You must not set it as automatic.

Q. Is there any dependency between MSMQ on a physical node and an MSMQ virtual server?
A. No. MSMQ perceives an MSMQ virtual server as a distinct computer with its own disk, name, and IP address, the same as each physical node in the cluster. The fact that nodes and virtual servers share the same hardware is irrelevant. This means:

· If your MSMQ application is running on the physical node, you need MSMQ installed on the physical node.

· If your MSMQ application is running in the context of the virtual server, the MSMQ resource in the virtual server must be running.

· The only reason that MSMQ on the physical nodes communicates with MSMQ on a virtual server is if your node application sends a message to a queue only by the virtual server, and vice versa, exactly like any other session between two MSMQ computers exchanging MSMQ messages.

· There is no special handshake between MSMQ on the physical node and MSMQ on the virtual server. There are some limitations — MSMQ on the physical node must be set to manual and not automatic, and the Cluster service must be running for MSMQ on the physical node to start.

· Each instance of MSMQ can be seen in Task Manager. If both are running, you will see two processes running Mqsvc.exe.

Q. Do I need to put the DTC resource in the same cluster groups as the MSMQ resource?
A. No. There is only one instance of DTC in a cluster, and this single DTC resource serves all cluster groups. For scenarios with multiple groups, it is convenient, but not essential, to put the DTC resource in a separate group.

Q. Can I do transactional remote reads between an MSMQ application on the computer node, and a queue on an MSMQ virtual server?
A. No. Transactional remote reads are not supported.

Q. Can I add or change a registry setting to an MSMQ resource in a cluster group?
A. Yes. Note, however, that when you change the registry keys under msmq\cluster qms, you must make the change on the node that owns the cluster group while the MSMQ resource is online. Otherwise, when failover occurs from the node that owns the MSMQ resource to the node where you made a change, the registry settings on the node that owns the MSMQ resource will overwrite changes you made on a “non-owner” node. This is known as checkpoint, and is the standard way in which clusters handle the movement of registry and cryptographic keys from node to node.

Q. My clustered MSMQ failed to call MSMQ, and I receive a service not available error. However, when I start MSMQ on the cluster node, everything works fine. What’s wrong?
A. This is caused by a configuration error. An MSMQ virtual server and MSMQ on the physical node are two distinct entities, which function as two distinct computers. Running MSMQ on the physical node may appear to work correctly. However, although the application is clustered, it is not configured correctly to use the cluster MSMQ instance in its cluster group. Instead, it tries to use the MSMQ instance on the physical node. Nothing prevents it from using the node instance after MSMQ is started on the node, but it goes against the principle of providing high availability by means of failover in the cluster. If failover occurs when a clustered application is using the node instance of MSMQ, the application will fail over with its group, but the node instance of MSMQ will not fail over, and will continue running on the physical node. After failover, the application will use the MSMQ instance on the other node and will reference different queues. Local data (queue messages) will not fail over and will be lost by the application. Messages sent to remote transaction queues will arrive out of order because ordering is done per MSMQ instance, and the application uses two different instances of MSMQ to send messages. 

This is a common error because the correct configuration is not the default, and you need to explicitly configure it. When you add a generic application or service, you must make it dependent on the same Network Name resource that is used by MSMQ in the cluster group. Then, in the Parameters dialog box, select the Use network name for computer name check box. Without this setting, the computer name indicates to the application that it is running on the physical node.

Q. Are there any limitations for multiple MSMQ resources in a server cluster?
A. Yes. Each instance of MSMQ on a server node maps 4 MB of the system view space when handling message activity. This results in a default limit of three active, working instances of MSMQ in a cluster node. In a server cluster with three MSMQ resources, a node could have four concurrent MSMQ services running — the service running on the local node plus the three services associated with the MSMQ resources. In such a scenario, message activity might be limited, resulting in resource failures. To overcome this, you should increase the size of the system view space memory pool on each node of a server cluster that is running three or more MSMQ resources. We recommend that you do this even if your node is running less than three. For more information, see MSMQ 3.0 online Help, in the section entitled Message Queuing in server clusters.

Summary

In summary, deploying MSMQ in a cluster consists of the following steps:

· Install MSMQ 3.0 on cluster nodes. For more information, see Before beginning installation.

· Create a DTC resource if the MSMQ virtual server will use external transactions. For more information, see Creating a Distributed Transaction Coordination Resource.

· Create an MSMQ cluster resource. Configure an MSMQ virtual server by creating a group that contains the MSMQ resource and the cluster resource upon which the MSMQ resource is dependent, namely a Physical Disk resource to store message and queue data, and a Network Name resource associated with an IP address for remote client access. For more information, see Creating an MSMQ Resource.

· Enable Kerberos authentication if the MSMQ virtual server accesses Active Directory. For more information, see Enabling Kerberos Authentication on the Network Name Resource.

· Bring the MSMQ resource online.

· To cluster the MSMQ Triggers service, create an MSMQ Triggers cluster resource, and bring it online. For more information, see Implementing MSMQ Triggers in a Cluster.

· Create an MMC snap-in to manage your MSMQ virtual server. For more information, see Managing MSMQ virtual servers using standard snap-ins.

