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Abstract

This white paper covers the following topics: NLB basics, NLB and other clustering technologies, NLB for scalability, NLB for high availability, NLB fundamentals, deployment issues, set up and configuration, management and operations, support for sessions, and application and protocol support.
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NLB Basics             

Q. What is Network Load Balancing?

A. Network Load Balancing is a clustering technology offered by Microsoft as part of all Windows 2000 Server and Windows Server 2003 family operating systems. NLB uses a distributed algorithm to load balance network traffic across a number of hosts, helping to enhance the scalability and availability of mission critical, IP-based services, such as Web, Virtual Private Networking, Streaming Media, Terminal Services, Proxy, etc. It also provides high availability by detecting host failures and automatically redistributing traffic to operational hosts.

Q. What is a Cluster?

A. A cluster is a group of independent computers that work together to run a common set of applications and provide the image of a single system to the client and application. The computers are physically connected by cables and programmatically connected by cluster software. These connections allow computers to use problem-solving features such as failover in Server clusters and load balancing in Network Load Balancing (NLB) clusters.

NLB and Other Clustering Technologies             

Q. What is the Difference Between NLB and Server Clusters?

A. A server cluster (MSCS) is a collection of servers that together provide a single, highly available platform for hosting applications. Applications can be failed over to ensure high availability in the event of planned downtime due to maintenance or unplanned downtime due to hardware, Operating System or application failures. Server clusters provide a highly available platform for applications such as SQL Server, Exchange Server data stores, file and print servers, etc. Server clusters are used for stateful applications that rely on some state context from one request to the next.

Network Load Balancing (NLB) clusters dynamically distribute the flow of incoming TCP and UDP traffic among the cluster nodes according to a set of traffic-handling rules. NLB clusters provide a highly available and scalable platform for applications such as IIS, ISA server, etc. NLB is used for stateless applications; i.e. those that do not build any state as a result of a request.

NLB and server clusters compliment each other in complex architectures: NLB is used for load balancing requests between front-end web servers while server clusters provide high availability for backend database access.

NLB and server clusters cannot be used on the same set of servers (see Question Can I use NLB and server clusters on the same set of servers?).

Q. Can I Use NLB and Server Clusters on the Same Set of Servers?

A. No, Microsoft Server clusters (MSCS) and Network Load Balancing (NLB) are not supported on the same set of nodes. Both Server clusters and Network Load Balancing clusters control and configure network adapters. Since they are not aware of each other, configuring one can interfere with the other.

NLB for Scalability             

Q. How Large Should My Cluster Be?

A. The size of the cluster is determined by the application that is being hosted and load balanced and on the system resources on the host machines available to service client requests sent to the application. If you notice that client requests are slowing down as more and more clients make connection requests to the application, it may be time to add more hosts to the cluster. A single NLB cluster can have up to 32 hosts in it.

For more information and examples of how to determine the size of your cluster refer to Chapter 10 Designing Network Load Balancing of the Windows Server 2003 Deployment Guide, (http://go.microsoft.com/fwlink/?LinkId=4298).

Q. Are There Any Performance Concerns as My Cluster Grows?

A. Tests have shown the NLB performance begins to deviate from the linear as the cluster grows beyond 20 to 25 nodes. But, this really depends on the amount of traffic that the application sees in the form of client requests. The following graphs give a better idea of NLB performance as the cluster size and number of users increase.
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Q. We Expect Our Front-End Cluster to Grow Beyond 32 Nodes. Should I Use NLB Even Though it Has a Cluster Size Limit of 32 nodes?

A. NLB can be used to scale beyond 32 machines by using Round Robin DNS between multiple NLB Clusters. This is shown in the following figure.
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NLB for High Availability             

Q. How Does NLB Detect a Server Failure?

A. While servicing client requests, each NLB Cluster host emits heartbeats to the other hosts in the cluster. If a host fails and stops emitting heartbeats, then after a default time period of five seconds, the remaining hosts in the cluster undergo a process called convergence to remove the failed host from the cluster and have new client connection requests mapped to remaining hosts in the cluster. So, new connections made by the client get handled by one of the remaining hosts in the cluster.

Q. How Long Does it Take For a Failed Server to be Removed From the Cluster?

A. By default, five seconds are required to detect a failed host. Once a failure is detected, the convergence process takes an additional two and a half to three seconds to evict the failed host and redistribute its load to the surviving hosts.

NLB Fundamentals - FAQ             

Q. Do the Heartbeat Packets Consume a Lot of Bandwidth?

A. No, the heartbeat packets, which are emitted every second by each host, consume less than 1,500 bytes.

Q. Do the Heartbeats Need to Go on a Back-End Network?

A. No, the heartbeat packets are always sent out on the same network interface on which data packets are received and sent. There is no need for an additional back-end network for the control (heartbeat) packets. In fact, in order to be able to detect connectivity failures on the load-balanced network adapter, NLB actually requires that heartbeats traverse the load-balanced network adapter.

Q. Is NLB a Kernel Component?

A. Yes, NLB has a kernel component called wlbs.sys. This is an intermediate NDIS driver. NLB also has user-mode components for management purposes.

Q. What are the Benefits of NLB Over Simple Round Robin Domain Name Service (RRDNS)?

A.

Automatic recovery within 5 seconds


More even load balancing

Q. How Does the NLB Load Balancing Algorithm Work?

A. NLB employs a fully distributed filtering algorithm to map incoming clients to the cluster hosts. This algorithm enables cluster hosts to independently and quickly make a load balancing decision for each incoming packet. It is optimized to deliver statistically even load balance for a large client population making numerous, relatively small requests, such as those typically made to Web servers. When the client population is small and/or the client connections produce widely varying loads on the server, the load-balancing algorithm is less effective. However, the simplicity and speed of NLBs algorithm allows it to deliver very high performance, including both high throughput and low response time, in a wide range of useful client/server applications. If No Affinity is set, NLB load balances incoming client requests so as to direct a selected percentage of new requests to each cluster host; the load percentage for each host is set in the NLB Properties dialog for each port range to be load balanced. The algorithm does not dynamically respond to changes in the load on each cluster host (such as the CPU load or memory usage). However, the load distribution is modified when the cluster membership changes, and load percentages are renormalized accordingly.

When inspecting an arriving packet, all hosts simultaneously perform a mapping to quickly determine which host should handle the packet. The mapping uses a randomization function that calculates a host priority based on their IP address, port, and other information. The corresponding host forwards the packet up the network stack to TCP/IP, and the other cluster hosts discard it. The mapping remains unchanged unless the membership of cluster hosts changes, ensuring that a given clients IP address and port will always map to the same cluster host. However, the particular cluster host to which the clients IP address and port map cannot be predetermined since the randomization function takes into account the current and past clusters membership to minimize remappings.

In general, the quality of load balance is statistically determined by the number of clients making requests. This behavior is analogous to dice throws where the number of cluster hosts determines the number of sides of a die, and the number of client requests corresponds to the number of throws. The load distribution improves with the number of client requests just as the fraction of throws of an N-sided die resulting in a given face approaches 1/N with an increasing number of throws. As a rule of thumb, with client affinity set, there must be at least five times more clients than cluster hosts to begin to observe even load balance.

The Network Load Balancing client affinity settings are implemented by modifying the statistical mapping algorithms input data. When client affinity is selected in the NLB Properties dialog, the clients port information is not used as part of the mapping. Hence, all requests from the same client always map to the same host within the cluster. Note that this constraint has no timeout value and persists until there is a change in cluster membership. When single affinity is selected, the mapping algorithm uses the clients full IP address. However, when Class C affinity is selected, the algorithm uses only the Class C portion (upper 24 bits) of the clients IP address. This ensures that all clients within the same Class C address space map to the same cluster host.

Q. How Does NLB Cluster Convergence Work?

A. Convergence involves computing a new cluster membership list and recalculating the statistical mapping of client requests to the cluster hosts. There are two instances in which cluster traffic has to be remapped due to a change in cluster membership: when a host leaves the cluster and when a host joins the cluster. A convergence can also be initiated when several other events take place on a cluster, such as changing the load balancing weight on a host or implementing port rule changes.

Removing a Member. Two situations cause a host to leave the cluster or go offline. First, the host can fail, an event that is detected by the NLB heartbeat. Second, a system administrator can explicitly remove a host out of the load-balancing cluster or stop NLB on that host.

The NLB heartbeat. NLB uses a heartbeat mechanism to determine the state of the hosts that are load balanced. This message is an Ethernet-level broadcast that goes to every load-balanced cluster host.

NLB assumes that a host is functioning normally within a cluster as long as it participates in the normal exchange of heartbeat messages between it and the other hosts. If the other hosts do not receive a message from a host for several periods of heartbeat exchange, they initiate convergence. The number of missed messages required to initiate convergence is set to five by default (but can be changed).

During convergence, NLB reduces the heartbeat period by one-half to expedite completion of the convergence process.

Server Failure. When a cluster host fails, the client sessions associated with the host are dropped.

After convergence occurs, client connections to the failed host are remapped among the remaining cluster hosts, who are unaffected by the failure and continue to satisfy existing client requests during convergence. Convergence ends when all the hosts report a consistent view of the cluster membership and distribution map for several heartbeat periods.

Q. Can NLB Balance Load Based on CPU/Memory Usage?

A. No, NLB does not respond to changes in the server load (such as CPU usage or memory utilization) or the health of an application.

Deployment Issues             

Q. What is the AOL Proxy or Megaproxy Problem? Does NLB Fix it?

A. All connections that originate from large enterprises or megaservices such as AOL or MSN pass through client-side proxies. However, there is no guarantee that two consecutive TCP connections originating from the same client would be sent out through the same proxy. Now, lets assume that an AOL client creates an SSL session with an NLB cluster on the other side of the Internet. To ensure that the session does not break, all TCP connections originating from this client that are part of the session must be sent to the same host in the cluster. To ensure this, the NLB cluster must be configured in Single Affinity Mode.

However, it is possible that multiple TCP connections originating from the same client on the AOL network may be sent to the NLB cluster through different client-side proxies. The NLB Cluster will view these two TCP connections as connections from different clients (because they would now have different source IP addresses) even though they have actually originated from the same host. Now, since NLB load balances connection requests based on the source IP address of the connection, these connections may get handled by different hosts in the cluster even though they are part of the same session, thus breaking the session. NLB does not fix this problem, though the problem may be mitigated by choosing Class C affinity, provided the AOL Proxy happens to use source IP addresses from a single Class C address range. Note that a well designed web application will should not fail if an SSL session is broken; instead it should negotiate a new SSL session, minimizing the impact on clients.

Q. Will I Get Even Load Balancing if Most Clients Connect to the NLB Cluster Through a Client-Side Proxy?

A. When connections coming from different clients pass through the same client-side proxy, they reach the NLB Cluster bearing the same source IP Address. This makes the NLB cluster believe that these connections are coming from a single machine. So, if the cluster is configured in Single Affinity mode, NLB will use only the Source IP Address of the incoming connections to achieve load balancing and since all these connections seem to come from the same IP address, they will all end up with the same host in the cluster. However, if the cluster is configured in No Affinity mode, NLB will use both the Source IP Address and the Source Port to achieve the load balancing, and so load will be distributed amongst all of the hosts.

Q. What is the Difference Between Multicast and Unicast Modes of Operation? Which One Should I Use in My NLB Installation?

A. NLB relies on the fact that incoming packets are directed to all cluster hosts and passed up to the NLB driver for filtering. In its default unicast mode of operation, this is achieved by NLB reassigning the station (MAC) address of the network adapter for which it is enabled and all cluster hosts are assigned the same MAC (media access control) address. In multicast mode, NLB assigns a layer-2 multicast address to the cluster adapter instead of changing the adapters station address.

Both modes of operation have their pros and cons. The advantages of unicast mode are that it works seamlessly with all routers and layer-2 switches (and layer-3 switches which are configured to operate in layer-2 mode). The disadvantages are:


Unicast mode induces switch flooding, where all switch ports are flooded with NLB traffic, even ports to which non-NLB servers are attached;


Since all hosts in the cluster have the same IP Address and the same MAC Address, there is no inter-host communication possible between the hosts configured in unicast mode.

Multicast allows inter-host communication because it adds a layer two multicast address to the cluster instead of changing it and this makes inter-host communication possible as the hosts retain their original unique MAC addresses and already have unique Dedicated IP Addresses. However, in multicast mode, the ARP reply sent out by a host in the cluster, in response to an ARP request, maps the clusters unicast IP Address to its multicast MAC Address. Such a mapping in an ARP reply is rejected by some routers and so administrator must add a static ARP entry in the router mapping the Cluster IP Address to its MAC Address

Q. How do I Reduce Switch Flooding Caused by Network Load Balancing?

A. For Windows 2000, the only choice is to isolate the NLB hosts. This can be done in one of two ways. First the hosts can be homed to their own LAN or Virtual LAN. This will work for either unicast or multicast modes. Second, for the multicast mode, the switch ports to which the hosts are attached can mapped to the cluster MAC address via static entries in the switchs Content-Addressable Memory (CAM) table.

Windows Server 2003 introduces a new feature, called IGMP multicast, as an additional means of limiting switch flooding. This mode can be used if the switch supports IGMP snooping. Note however, that this mode requires the cluster to be configured in multicast mode.

Q. Does NLB Require Two Network Cards Per Host?

A. NLB does not require more than one network card per host. However, there are several scenarios in which a user may prefer to add another network card:


Inter-host communication in unicast mode
In unicast mode, each host in the cluster has the same IP Address and the same MAC Address making them look identical from a networking perspective. So, unicast mode has the side effect of disabling communication among the hosts of the cluster.


Separating the front-end traffic from the back-end traffic
The network adapter that has NLB bound to it can be used to handle incoming connections and connections to a bank-end database, for example, can be made from a separate back-end network adapter.

Q. Can NLB be used with network interface card teaming adapters?

A. Network interface card teaming solutions are offered by most major network adapter vendors and provide adapter fault tolerance (AFT). Network interface card teaming permits grouping network adapter ports for a connection to a single physical segment. If connectivity through one port is not working, another port is activated automatically. This operation is transparent to the operating system and other devices on the network.

NLB can be used with certain teamed adapters, however, this requires careful coordination between NLB and the teamed adapter configuration software. Refer to Knowledge Base article INFO: Using NIC Teaming Adapters with Network Load Balancing May Cause Network Problems (http://go.microsoft.com/fwlink/?LinkId=18366), for details.

Q. Can NLB be used instead of network interface card teaming software to provide adapter fault tolerance or increase throughput?

A. No, NLB cannot be used to team adapters (grouping adapter ports together). NLB is used strictly to load balance traffic among multiple hosts in a load-balanced cluster

Q. How Do I Configure NLB with Layer 2 Switches?

A. If you are connecting NLB hosts to a switch rather than a hub, you need to make sure that the switch does not associate the cluster MAC address with a particular switch port. Knowledge Base article Configuration Options for WLBS Hosts Connected to a Layer 2 Switches (http://go.microsoft.com/fwlink/?LinkId=18367) explains how to configure NLB with Layer 2 switches.

Q. How Do I Configure NLB with Layer 3 Switches?

A. Layer 3 switches need to be specially configured to work with NLB. A VLAN must be established for the hosts in the cluster, and this VLAN must be configured to operate in Layer 2 mode. All Layer 3 switches may not support this capability, and when they do, the mechanism to setup the Layer-2 VLAN is specific to the particular make and model. Consult the documentation for the switch before attempting to configure such a system.

Q. How Do I Remove the Switch as a Single Point-of-Failure?

A. Create a subnet that spans two switches and home half of the NLB cluster to each switch. The objective is typically to create a LAN with no single points of failure. To this end you will also need two router uplinks and have one switch uplink to one router. You also need to run a redundant routing protocol such as HSRP for failover of the router links. Finally you will need two cross-over links between the switches (otherwise the cross-over cable is a single point of failure). Each switch has two paths off the network: one via the router it is linked to (which is used by default) and one through the other switch. In this configuration, the loss of a router (or link to a router) causes the affected switch to use the cross link to ship its traffic off the LAN. The loss of a switch cuts the cluster capacity in half.

Q. I Have Two Network Adapters on Each Server in My NLB Cluster. How Do I Ensure That All Outbound Traffic Goes Through Non-Load-Balanced Network Adapters?

A. Sometimes it is desirable for performance or other reasons to direct all outgoing traffic through a different network adapter that the one that is being load balanced with NLB. This implies that there is more than one network adapter on each host in a cluster: NLB is bound to one network adapter called cluster network interface card, and the other network adapter does not have NLB bound to it. To make sure that the outbound traffic leaves each host through the non-cluster network adapter, do the following:

Set the metric on the cluster network adapter to a higher value than the non-cluster network adapter. For example, if you have two network adapters on each host, set the non-cluster network adapter metric to 1 and cluster network adapter metric to 2. The network adapter with a higher metric means it is more expensive to use than the other one with a lower metric. That will ensure that the outbound traffic will be routed out of the non-cluster network adapter.

If you want to use default gateways on both cluster and non-cluster network adapters, make sure the metric of the default gateway on the cluster network adapter has a higher value than the one on the non-cluster network adapter. If you do not want to route any outgoing traffic out of the cluster network adapter, you should not specify the default gateway for it at all.

Q. Can I Have Part of the Cluster Operate in Multicast Mode and the Other in Unicast Mode?

A. No, the entire cluster has to be in one mode of operation.

Q. Does NLB Support Multiple Virtual IP Addresses?

A. Yes, NLB supports multiple, virtual IP addresses. For more details please refer to KB article How to Configure WLBS with Multiple Virtual IP Addresses, (http://go.microsoft.com/fwlink/?LinkId=18368).

Q. Is it Possible to Specify Different Port Rules for Different Virtual IP Addresses (VIPs) On the Same Set of Hosts?

A. Windows 2000: No, port rules cover all VIPs that are configured. In addition, all of the hosts must have the same VIPs on them, see the KB article How to Configure WLBS with Multiple Virtual IP Addresses, (http://go.microsoft.com/fwlink/?LinkId=18368).

Windows Server 2003:Virtual Clusters provide per-IP Port Rules capability. Now, it is possible to have different ports rules for different VIPs on the same set of machines.

Q. Will NLB Work if Multiple VIPs on the Same Set of Hosts are Added on Different Subnet?

A. Yes.

Q. Is it Possible to Mix Windows NT 4.0 WLBS, Windows 2000 WLBS and Windows Server 2003 in the Same Cluster?

A. Yes, mixing Windows NT 4.0 WLBS, Windows 2000 NLB and Windows Server 2003 is supported. There is no additional work needed and the heartbeat packets from NLB in Windows Server 2003 are backward compatible with WLBS on Windows NT 4.0 and Windows 2000 NLB.
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Note 

In mixed mode, you cannot use new features of Windows Server 2003 NLB. For a list of new features of Windows Server 2003 NLB refer to the following document: What’s New in Clustering Technologies, (http://go.microsoft.com/fwlink/?LinkId=18369).

You cannot use Network Load Balancing manager to manage mixed-mode clusters.

Q. Is it Possible to Bind NLB to Multiple Interfaces?

A. NLB may be bound to multiple interfaces only in Windows Server 2003. The interfaces may not be joined to the same cluster.

Q. Can I Have Two NLB Clusters on the Same Subnet?

A. Yes. In a switched environment, the clusters will compete for the inbound bandwidth because inbound traffic is flooded to all hosts on the LAN. It is important to keep an eye on the aggregate amount of consumed inbound bandwidth to ensure that the network does not become a bottleneck. Other than that, there is no reason why multiple clusters can't reside on the same subnet.

Q. We Need to Span a Cluster Across Buildings. Can We Use NLB to Load-Balance Them?

A. Yes, if hosts are part of the same subnet.

Q. Does NLB Support Token Ring Networks?

A. No. Token Ring networks do not allow multiple hosts to share a common MAC address, which is a fundamental requirement of the NLB algorithm.

Set up and Configuration             

Q. Can NLB Clusters Be Configured and Managed From a Single Point?

A. A new tool in Windows Server 2003 called the Network Load Balancing Manager (NLB Manager) provides a single point of configuration and management of NLB clusters. Some key features of the NLB Manager:


Creating new NLB clusters and automatically propagating Cluster Parameters and Port Rules to all hosts in the cluster and propagating Host Parameters to specific hosts in the cluster.


Adding and removing hosts to and from NLB clusters.


Configuring NLB to load balance multiple web sites or applications on the same NLB Cluster, including adding all Cluster IP Addresses to TCP/IP and controlling traffic sent to specific applications on specific hosts in the cluster.


Diagnosing misconfigured clusters.
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Note 

You cannot use Network Load Balancing Manager to manage Windows 2000 clusters or mixed clusters, including clusters containing only hosts running Windows 2000 Server operating systems or clusters containing both Windows 2000 and Windows Server 2003 Server operating systems.

Q. Can I Use WMI to Remotely Bind and Configure NLB?

A. No.

Q. Can I Use WMI to Remotely Add an IP Address to TCP/IP?

A. Yes, call the following method:


Namespace: root\cimv2


Class name: Win32_NetworkAdapterConfiguration


Method name: EnableStatic

Q. What is the MaskSourceMAC Registry Key Used For?

A. To work correctly, every packet directed to the virtual IP address must reach all NLB hosts. Each NLB host then filters those packets. When the cluster network adapter of each NLB host connects to a port on a Layer 2 switch, the switch tries to determine the MAC address of the hosts connected to each of its ports. As a result, the switch can associate a MAC address with a given port. Ethernet switches send frames to a MAC address through the port associated with the destination MAC address. If a switch associates the clusters MAC addresses with one of its ports, NLB cannot correctly load-balance the traffic because the traffic will reach only a single NLB host.

In unicast mode NLB utilizes a technique called MAC address masking. NLB substitutes MAC addresses when it sends packets through the switch. The switch maps these substitute MAC address with individual ports, but does not associate the cluster MAC address with any port and therefore sends the traffic to the cluster MAC address to all the ports in the switch. Cluster MAC address masking prevents the switch from learning the association of cluster MAC address with a particular port. If a switch does not have a MAC address associated to a port, it sends the frames to all ports. This is known as port flooding. MAC address masking is possible only when the MaskSourceMAC registry key is set to its default value of one. When it is set to 0, NLB does not perform automatic MAC address masking. Therefore, other techniques must be used to prevent a Layer 2 switch from learning the cluster MAC address.

Q. Where Can I Learn More About NLB Setup and Configuration Options?

A. There are many resources to help you out with setting up and configuring NLB clusters.

First, you should read the Microsoft Windows Server 2003 Deployment Kit (http://go.microsoft.com/fwlink/?LinkId=18370) chapters that explain how to design and deploy NLB clusters: Chapter 10 Designing Network Load Balancing and Chapter 11 Deploying Network Load Balancing of the Planning Server Deployments section.

Once you have familiarized yourself with designing and deployment of NLB clusters, you can use a step-by-step checklist that allows you to set up and configure NLB clusters. The checklist is located in the Windows Server 2003 (http://go.microsoft.com/fwlink/?LinkId=18371) (all versions) online help on your CD, or on the Internet at: http://go.microsoft.com/fwlink/?LinkId=18371.

There are many white papers and helpful documentation at Clustering Services in Windows Server 2003, (http://www.microsoft.com/windowsserver2003/technologies/clustering/default.mspx). There you can find white papers that provide a general overview of Load Balancing, the NLB architecture, configuration information for specific scenarios, troubleshooting and much more.

You should also refer to online Help as often the information you need is located right there.

If you have specific questions that are not answered in the resources listed here, please visit the Clustering Communities page and post your question on one of the NLB or clustering newsgroups. For more information about Microsoft communities, see the Microsoft communities Web site, (http://go.microsoft.com/fwlink/?LinkId=18374).

Management and Operations             

Q. How Can I Keep a Record of NLB Manager Activities?

A. You can configure Network Load Balancing Manager to log each Network Load Balancing Manager event. This log can be very useful in troubleshooting problems or errors when using Network Load Balancing Manager. Enable Network Load Balancing Manager logging by clicking Log Settings in the Network Load Balancing Manager Options menu. Check the Enable logging box and specify a name and location for the log file.

The Network Load Balancing Manager log file contains potentially sensitive information about the Network Load Balancing cluster and hosts, so it must be properly secured. By default, the log file inherits the security settings of the directory in which it is created, so you might have to change the explicit permissions on the file to restrict read and write access to those individuals who do not need full control of the file. Be aware that the individual using Network Load Balancing Manager does require full control of the log file.

Q. Can I Manage an NLB Cluster Remotely Using WLBS.EXE?

A. Yes, but this is not recommended for security reasons. WLBS.EXE can be used to control participation of nodes in the cluster, but it cannot be used to alter the configuration of the cluster. In Windows Server 2003, use NLB Manager to configure and manage NLB clusters.

Q. I am Seeing NLBS Event Number ### and am Not Sure What To Do About it. Where Can I Find Detailed Information About NLB Events in the Event Log?

A. The document containing detailed descriptions of all NLB events, their causes and possible resolutions can be found at http://www.microsoft.com/technet/support/ee/ee_advanced.aspx.

Q. How Do I Deal with Denial of Service (DOS) Attacks on my NLB Cluster?

A. NLB utilizes TCP/IP Denial of Service attack protection to protect itself from denial of service attacks. Specifically, NLB is prone to SYN attacks because of the state that it maintains for TCP connection affinity. To protect an NLB cluster from SYN attacks, make sure that TCP/IP SYN attack protection is enabled. See the following KB articles that explain how to enable TCP/IP DOS attack protection: HOW TO: Harden the TCP/IP Stack Against Denial of Service Attacks in Windows 2000, (http://go.microsoft.com/fwlink/?LinkId=18377) and HOW TO: Harden the TCP/IP Stack Against Denial of Service Attacks in Windows Server 2003, (http://go.microsoft.com/fwlink/?LinkId=18376).

NLB can also fail because of heartbeat loss due to insufficient network resources. This may cause partitioning of the cluster, which can cause connectivity problems for clients, as clients may be serviced by multiple NLB hosts. To soften the heartbeat loss criteria in NLB, use the NLB WMI interface to change the AliveMsgTolerance (from 5 to 100; default is 5) and/or the AliveMsgPeriod (from 100 to 10000 in milliseconds; default is 1000). These changes can cause NLB to broadcast heartbeats less often (back-off) and/or allow for more heartbeat loss before logging an event.
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Note 

Changing the AliveMsgPeriod requires a re-load of the NLB driver (bind/unbind or reboot); changing AliveMsgTolerance requires only an NLB reload operation.

Q. How Do I Secure My NLB Cluster?

A. NLB assumes that the LAN to which it is homed is trusted. Ensuring that only trusted machines are homed to this LAN is the first step to protecting an NLB cluster. As an additional measure, ensure that NLB remote control is disabled on all hosts. If it must be enabled, then it is vital that the firewall or router block traffic to UDP port 1717 and UDP port 2504 except to those clients that need access.

Q. How do I configure my cluster to handle load non-uniformly?

A. NLB distributes load among hosts within the cluster according to the load’s associated port rule. By default, a port rule distributes an equal share of the load to each host. To configure a host to handle more or less than an equal share of the load, edit the port rule to clear the “Equal” load weight check box and enter a load weight number between 1 and 100.

The load weight is a relative weight among converged nodes in the cluster that indicates how much load a host should handle. To determine the percentage load a host will handle, divide that host’s load weight by the sum of the load weights from the other hosts in the cluster for the same port rule. (A port rule with the “Equal” checkbox checked has a load weight of 50.) 

For example, consider the case of a two-host cluster. If Host 1’s port rule has a load weight of 30 and Host 2’s port rule has a load weight of 10, Host 1 will handle 30/(30+10) or 75% of the load. Host 2 will handle 25% of the load.

Caution for Windows 2000 only: Modifying the load weight of a port rule on a host causes all current connections handled by that host to reset. This includes connections associated with other port rules, but does not include traffic addressed to the dedicated IP address, if any. This caution does not apply to Windows Server 2003 and later. (Changing any other property of the cluster resets all current connections on that host for all versions of Windows.)

Support for Sessions             

Q. Does NLB Support Sticky Sessions?

A. NLB supports limited forms of session stickiness:


Single Affinity. When Single affinity is enabled, the clients port number isn’t used and the mapping algorithm uses the clients full IP address to determine load distribution. As a result, all requests from the same client always map to the same host within the cluster. Because there is no time-out value (typical of dispatcher-based implementations), this condition persists until cluster membership changes. However, session stickiness may not be preserved if the cluster membership changes, in particular when a new host is added to the cluster, or a host is re-added after being temporarily out of service.


Class C Affinity. As in the case of Single affinity, client port numbers are not used to calculate load distribution. When Class C affinity is enabled, the mapping algorithm bases load distribution on the Class C portion (the upper 24 bits) of the clients IP address. As with Single affinity, sessions may not be preserved if the cluster membership changes.


IPSec and VPN Sessions. On Windows Server 2003, NLB has specialized support for sticky IPSec and VPN sessions. NLB preserves these sessions even if the cluster membership changes.

NLB cannot track the boundaries of UDP streams, since the logical session boundaries are defined by particular applications. Instead, Network Load Balancing affinity settings are used to assist in preserving client sessions. When a cluster host fails or leaves the cluster, its client connections are always dropped. After a new cluster membership is determined by convergence (see How Does NLB cluster convergence work?), clients that previously mapped to the failed host are remapped across the surviving hosts. All other client sessions are unaffected by the failure and continue to receive uninterrupted service from the cluster. In this manner, Network Load Balancing load balancing algorithm minimizes disruption to clients when a failure occurs.

When a new host joins the cluster, it induces convergence, and a new cluster membership is computed. When convergence completes, a minimal portion of the clients will be remapped to the new host. NLB tracks TCP connections on each host, and, after their current TCP connection completes, the next connection from the affected clients will be handled by the new cluster host; UDP streams are immediately handled by the new cluster host. This can potentially break some client sessions that span multiple connections or comprise UDP streams, or application sessions that span TCP sessions. Hence, hosts should be added to the cluster at times that minimize disruption of sessions. To completely avoid this problem, session state must be managed by the server application so that it can be reconstructed or retrieved from any cluster host. For example, session state can be pushed to a backend database server or stored in client cookies.

Q. How Does Single Affinity Mode Differ From No Affinity Mode? Which One Should I Use to Load Balance My Application?

A. In Single Affinity mode, NLB load balances traffic based only on the Source IP Address of the incoming connection. So, Single Affinity mode ensures that all TCP connections originating from the same client (IP Address) are sent to the same host in the cluster. This will continue indefinitely until a host is either added or removed from the cluster, at which time the connections originating from that IP address may get mapped to a different host in the cluster.

In No Affinity mode, NLB load balances traffic based on Source IP Address and Source Port of the incoming connection request. Therefore, in No Affinity mode, multiple connections from the same client may be handled by different hosts in the cluster as long as these connections have different source ports.

Which mode to use really depends on the application being load balanced. If the application makes use of sessions which persist over multiple TCP connections, NLB should be configured in Single Affinity mode because you want to make sure that all TCP connections which are part of a single session are mapped to the same host in the cluster.

On the other hand, No Affinity allows a better load distribution because it does not require client connections be handled by specific servers. Thus for applications that do not use sessions and for which it is acceptable for multiple incoming connections originating from the same client to be handled by different hosts in the cluster, No Affinity would be a better mode of operation.

Q. If My Clients Use SSL to Connect to My Front-End Web Servers, Can I Still Use NLB to Cluster These Web Servers?

A. Yes. For efficiency reasons, configure the port rule in Single Affinity mode. However, note the following side effects:


Load balancing will not be as precise as in No Affinity mode.


Sessions can break when hosts are either added to or removed from a cluster. Note that an SSL session will be transparently renegotiated by the protocol.


If all of the sessions come through a client-side proxy, you will not see any load balancing since all of the TCP connections will have the same IP Address and they will all be handled by the same computer in the cluster.

Application and Protocol Support             

Q. Can NLB be Used For Load Balancing Terminal Server Clusters?

A. Yes. See Load balancing and terminal servers (http://go.microsoft.com/fwlink/?LinkId=18378), in the Windows Server 2003 online Help.

For detailed information about using Terminal Server Session Directory with load balancing refer to the following white paper: Session Directory and Load Balancing Using Terminal Server, (http://go.microsoft.com/fwlink/?LinkId=18379).

Q. Does NLB Support WINS Resolution?

A. No, WINS names should not be automatically registered for the IP addresses configured on the NLB interface. WINS registration isn’t NLB-aware and as a result, both the dedicated and virtual IP addresses will be registered with the servers name. Note however, that the IP addresses can be mapped statically in WINS.

Q. Does NLB Support DNS Resolution?

A. NLB does not automatically register the cluster name with DNS. The administrator must directly configure the DNS server. Note however, that the IP addresses can be mapped statically in WINS.

Also note that DHCP should not be used when NLB is bound to any network adapter on a host.

Q. Can I Use L2TP/IPSec on a NLB Cluster?

A. Yes, in Windows Server 2003 NLB supports both PPTP and L2TP VPN sessions. NLB support for both PPTP and L2TP protocol requires that NLB be configured in single affinity mode. For detailed information about configuring NLB with IPSec see the following Knowledge Base article: How to Configure Network Load Balancing Server Cluster to Work with IPSec, (http://go.microsoft.com/fwlink/?LinkId=18380).

Q. How Do I Configure NLB with IPSec?

A. Refer to the following Knowledge Base article: How to Configure Network Load Balancing Server Cluster to Work with IPSec, (http://go.microsoft.com/fwlink/?LinkId=18380).

Q. Can I Use Kerberos with Applications Load-Balanced by NLB? How?

A. Yes.

Q. Can I Use NLB with Host Header Names?

A. Yes, ensure that all host header names are hosted by every node in the NLB cluster.

Q. Can I Use NLB with .NET Remoting?

A. .NET Remoting pipelines method invocations from client to server over a single TCP connection, meaning that once a connection is established, it is reused for subsequent method invocations and is closed only after the connection remains idle for a pre-configured amount of time. NLB can load-balance these connections, but load-balancing will likely be coarse because the unit of load-balancing is the TCP connection, not a method invocation Since one client gets pinned to a specific server, load will appear well distributed only if you have many clients connected to the cluster at the same time. Each client will get load-balanced but the connection will stay open for a very long time.

Q. When Using .NET Remoting and NLB, Method Invocations From One Client are Against the Same Host and Are Not Load-Balanced. Why?

A. See question Can I use NLB with .NET Remoting?

Q. I Use NLB to Load-Balance COM+ but Load is Not Being Distributed. Why?

A. COM+ uses connection pooling on the client, which results in method invocations that are pipelined over existing TCP connections once established. NLB load-balances TCP connections so COM+ requests are not distributed among hosts. Instead of NLB, use COM+ load-balancing which was introduced to address this issue.

Q. Can I Use NLB as a Firewall?

A. NLB is not designed to be used as a firewall. Use a certified firewall solution in front of the cluster just as you would if the hosts were not part of a cluster.

Q. Can I Load-Balance NetBIOS Traffic?

A. Yes, it is possible, though not recommended for File and Print Services. Ensure that both of the following are true:

1.
NetBIOS requires that the first IP address in TCP/IP must be used to access shares, so this must be the cluster IP address (this means you can’t have a dedicated IP address). See the KB article System Error 53 Has Occurred Using Windows NT Load Balancing Service (http://go.microsoft.com/fwlink/?LinkId=18381) for further discussion.

2.
Set the DisableStrictNameChecking registry value using the following instructions:


Start Registry Editor (Regedit.exe).


Locate and click the following key in the registry: HKEY_LOCAL_MACHINE\System\CurrentControlSet\Services\LanmanServer\Parameters


On the Edit menu, click Add Value, and then add the following registry value:

Value name: DisableStrictNameChecking

Data type: REG_DWORD

Radix: Decimal

Value: 1


Quit Registry Editor.


Open a command window.


Run net stop server.


Run net start server.

This solution is documented in the KB article Connecting to SMB Share on a Windows 2000-Based Server May Not Work with an Alias Name (http://go.microsoft.com/fwlink/?LinkId=18382).

For More Information

This is a preliminary document and may be changed substantially prior to final commercial release of the software described herein. The information contained in this document represents the current view of Microsoft Corporation on the issues discussed as of the date of publication. Because Microsoft must respond to changing market conditions, it should not be interpreted to be a commitment on the part of Microsoft, and Microsoft cannot guarantee the accuracy of any information presented after the date of publication.
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