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Simon Guest introduced MySpace’s Aber Whitcomb, Chief Technology Officer, and Jim Benedetto, Vice President of Technology.  Mr. Whitcomb and Mr. Benedetto spoke on the architecture of MySpace.com, and the architectural considerations behind their development.

Aber Whitcomb spoke about how they’ve transitioned from a reactive company to a strategic company. Four years ago, the social network space was pretty active and they realized the need to get MySpace out quickly. Their early approach was reactive, break/fix mode. They realized the need to be proactive, with their first priority keeping the site up with the second priority being cost savings. Because of their traffic patterns, they realized off the shelf software wouldn’t work.  With performance as their first priority, they never sacrificed performance for lower cost. Today they’re more mature and look at technology decisions strategically and are using today’s technologies to make MySpace more strategic. 

Jim Benedetto spoke on the distributed file system they built a year ago, allowing them to go from reactive to strategic. Their footprint was growing at an unmanageable pace. They developed an internal file system, specialized with their IO footprint. It’s an object-oriented file storage with a key based index access. The system is geographically redundant, requiring no backup. It’s hardware agnostic and cheap. Their technology is in their software. The cost per IO was a main driver. They realized massive cost savings in the first year of deployment.

The looked at IO access patterns, images, videos, and MP3’s, and built different file systems to live in the different clusters, built for the individual footprint. They used the fastest disk they could find. They didn’t care about price per gig, something the hardware vendors didn’t get. The new, larger drives didn’t mean anything as they were max’ing out the IO's long before the amount of storage on a disk. 3,000 individual nodes were built across four locations. They were linked for replication. They standardized on HTTP, realizing that building as simple as possible was better. They built in automatic replication.

They were then able to get more strategic on the static side. True redundancy requires dynamic data to live in the same data centers as static. They looked at different existing replication technologies, but made the decision that the best option was in-house. They needed architecture allowing them to build an extremely high speed net, to catch all the writes and distribute them to their proper stores. 

Geographic redundancy across our dynamic content was built in. Active-active-active fully redundant storage data centers. Dynamic stores that exist long after user gone. All user data is non-transient. Decided to use SQL at each data center, with DCS4 on top. If one facility were to fail, the other two centers would take over without affecting user experience. 

Participant: Seems like anyone can get on MySpace. What’s your business model to afford to do this when everything seems free? Work we do is network centric. Millions of people on network. Opposition coming in. how do you deal with massive information, illegal operations and transactions? How do you get an idea of what’s going on, or do you keep out of? 2.3GB in connecting networks together. What are you using to do this?

Aber Whitcomb: Our business model. An advertising model, similar to TV. We have 70 million unique U.S. visitors. Our marketing team sells space. Second, how we deal with tracking what users do? We have a data warehouse where we can aggregate data and do lookups. We don’t track what users do unless we get a subpoena. We get about ten to 20 a week. We can successfully track people on the run. We have a good relationship with law enforcement due to other vast data we have.

Jim Benedetto: How we run our backbone. We lease 2.5GB OC48s, part of 192s, around the country. We are getting our own DWDM. 

Participant: …images ...

Jim Benedetto: If you look at jpeg, individual objects. A platter all storing different jpegs, can run algorithm in individual file. Blocks and bytes trying to compress are large. Looking at doing across storage. Looking at reduplicating. Then across all nodes in individual cluster. Looking at open sourcing individual part of MySpace. 

Aber Whitcomb: Helps our operation focus. The less porn we see by de-dup'ing, the less work we have on backend.

Jim Benedetto: Every image coming into MySpace is viewed by human eyes to see if unsafe. . Compiling incredible checks of object so in future, won’t have to use human eyes.

Participant: …

Jim Benedetto: Instantaneously lives in at least two places. We’re doing in real-time. Copy on write protection.

Aber Whitcomb: Synchronous transaction. Won’t come on front end until it lives in two sites.

Participant: …

Jim Benedetto: That’s the key to keeping it real simple. We haven’t changed since the original version of software. We’re not changing underlying block level. Existing Linux. Few changes from storage perspective. All smarts built in u ser mode above kernel. Abstracting us from low level issues.

Participant: …

Jim Benedetto: As we go through effort to abstract backend, exposing internal APIs to developers. We realized our architecture was getting too complicated for one person to understand. Important to have simple API so backend core separated from our feature developers. 

Participant: Plans to follow Amazon … 

Jim Benedetto: We don’t know.

Aber Whitcomb: Developer platform coming out soon. You’ll be able to develop on MySpace soon. Whether we’ll sponsor storage, we don’t know. Amazon does a good job of that. 

Thanks everyone. 



