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Abstract

Although the majority of small- and medium-sized organizations deploy a single Active Directory( directory service forest to manage their Microsoft® Windows( networks, deployment history demonstrates that a significant portion (approximately 30%) of large organizations find themselves in an environment that requires multiple Active Directory forests for the reasons listed below:

· Service autonomy: The nature of the structure or operation requires full control of delivery of the directory service.

· Service isolation: The nature of the structure or operation requires full protection from interference with delivery of the directory service.

· Data isolation: Legal ramifications require full protection from interference with directory data.

· Pilot deployments: These forest deployments provide a protected test environment in which to roll out production plans before upgrading the working infrastructure. Members of the pilot forest require interaction with the production forest.

· Grass roots deployments: Certain departments in a larger company decide to deploy their own forest for development and testing reasons. Interaction is required between those forests and the primary network management infrastructure of the organization.

· Mergers and acquisitions: Companies that have separate Active Directory deployments and are merged or acquired by other companies must determine how these two deployments will interact and whether they will remain separate or be subsumed into a single network management infrastructure.

· Divestitures: When a segment of a large organization spins off into a separate company and deploys its own management infrastructure, the parent and child companies must determine what level of interaction is desired between the two forests, and for how long.

Goal of This Paper

The goal of this paper is to present an overview of the effort and infrastructure that might be required to enable varying levels of collaboration among multiple forests that have domain controllers that are running Microsoft® Windows® 2000 Server or Microsoft® Windows Server™ 2003 operating systems. This paper enumerates the scenarios in which a multiforest environment might be necessary or desirable and analyzes the consequences of such an environment on the total cost of ownership of the enterprise.

Who Should Read This Paper

This paper is intended for architects and project managers who are designing an Active Directory deployment and have identified a potential need for multiple Active Directory forests, or who have an existing single-forest environment that must change to accommodate multiple forests. They can use this paper to help them understand the impact of deploying multiple Active Directory forests on total cost of ownership, and draw up their plans accordingly. 

This paper is not intended to provide recommendations for when to deploy multiple forests or prescriptive guidelines for how to deploy multiple forests. The goal is to present a high-level view of the configuration changes that are required to enable collaboration between forests. Microsoft intends to issue a deployment guide that provides detailed instructions for implementing these configuration changes. 

For more information about the conditions that warrant deploying multiple forests, see “Design Considerations for Delegation of Administration in Active Directory.” You can view this document on the Microsoft® TechNet Web site at http://go.microsoft.com/fwlink/?LinkId=10516.

For general Active Directory deployment planning information, see “Best Practice Active Directory Design for Managing Windows Networks.” You can view this document on the Microsoft TechNet Web site at http://go.microsoft.com/fwlink/?LinkId=10478.

For information about deploying Microsoft® Exchange 2000 Server with Active Directory in a Windows 2000 Server environment, see “Best Practice Active Directory Design for Exchange 2000.” You can download this document from the Microsoft Web site at http://go.microsoft.com/fwlink/?LinkId=10517.
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Introduction

The Active Directory( infrastructure necessarily provides a certain amount of forestwide oversight that enables administrators in the forest root domain to manage schema data, configuration data, and domain controllers. The control granted to these administrators carries with it the potential for misuse by malicious administrators. In addition, where autonomy or isolation is required, the level of security afforded by a single domain might not be adequate. In particular, large organizations might have organizational, legal, or operational requirements that warrant dividing control between separate forests. 

The need to deploy multiple forests might be recognized and accommodated during initial deployment planning, or might occur as an unplanned requirement of an organizational change after deployment. Both cases have important ramifications, as follows:

· Planned multiforest deployment: During planning for multiple forests, be sure that you carefully weigh the advantages against the added costs of implementation. 

· Unplanned multiforest deployment: If business decisions result in a merger, acquisition, or divestiture that creates a need to add one or more forests to the deployed environment, be prepared for a gradual process of implementing multiple forests and enabling cross-forest collaboration.

The division of a Windows deployment into multiple Active Directory forests must be undertaken with the understanding that some of the functionality that is available by default in a single Active Directory forest requires additional configuration in a multiforest deployment. 

[image: image1.wmf]
Note

Some single-forest functionality is not available in multiforest deployments for applications using Active Directory. For example, certain mailbox-related features are not available in multiforest deployments that implement Microsoft( Exchange 2000 Server, and require a workaround solution. For information about these features and solutions, see “Features that are Unavailable Across Forests” later in this paper.

To coordinate the data and services of multiple forests to serve a single organization, the following functionality requires additional configuration:

· Domain Name System (DNS) name resolution across forest boundaries.

· Microsoft Exchange 2000 Server and later functionality, including synchronization of address list information across multiple forests and synchronization of free and busy calendar information.

· Access to resources across the forests.

· Infrastructure data synchronization across the forest boundaries.

· Application data synchronization across multiple forests.

[image: image2.wmf]
Note

This paper does not provide step-by-step configuration instructions. Microsoft intends to issue a deployment guide to address deployment information.

In this paper, the rationale for each additional configuration is explained, as well as an overview of the planned and unplanned conditions for, and effects of, deploying multiple forests. 

What This Paper Does Not Cover

It is not a goal of this paper to provide recommendations for when to deploy multiple Active Directory forests rather than a single Active Directory forest. If you are planning to deploy multiple forests, it is assumed that you have analyzed operational, organizational, and legal requirements for Active Directory and have determined that one or more requirements are consistent with creating multiple Active Directory forests. 

Preliminary reading to examine these conditions includes the following:

· For a detailed explanation of the conditions that warrant partitioning a Windows network between multiple forests to achieve service autonomy, service isolation, or data isolation, see “Design Considerations for Delegation of Administration in Active Directory.” You can view this document on the Microsoft TechNet Web site at http://go.microsoft.com/fwlink/?LinkId=10516.

· For general Active Directory deployment planning information, see “Best Practice Active Directory Design for Managing Windows Networks.” You can view this document on the Microsoft TechNet Web site at http://go.microsoft.com/fwlink/?LinkId=10478.

· In addition, this paper does not provide:

· Prescriptive step-by-step instructions for how to configure features in multiple forests. Microsoft intends to issue a deployment guide with instructions for how to implement configuration changes. 

· Recommendations for whether to merge or “bridge” multiple forests when companies merge, or instructions for how to do so.

· Instructions for how to spin off a separate forest in preparation for a divestiture.

Multiforest Deployments

The decision to deploy multiple forests is often associated with the need to manage directory services independently (autonomy) or to manage data or services without threat of interference (isolation). In Microsoft® Windows NT( 4.0 operating system deployments, the domain is the ultimate component and is discrete in its management and its boundaries. With the introduction of Active Directory in Microsoft® Windows 2000, a new category of forest was introduced, and the forest has service and data implications for all domains.

Availability of service and data isolation or autonomy in an Active Directory domain depends not only on the administrator of that domain and forest administrators, but also on other domain administrators within a forest.

When designing your forest, keep in mind that administrative independence has a cost and that you must carefully consider the tradeoff between autonomy or isolation versus interoperation and collaboration.

Management Autonomy and Isolation

Management of Active Directory can be divided into two general categories:

· Service management: Configuration and delivery of the directory service.

· Data management: Creation and management of directory contents (account management, organizational unit administration).

Active Directory provides tools for the delegation of control over these areas of management, and delegation can occur at several levels, including forest, domain, and organizational units. At each of these levels and for each of their respective service or data categories, the need for independence can vary widely, depending on the nature of the organization.

In most cases, an appropriate and adequate level of control can be delegated within a single forest by using domains and organizational units to manage data and by the ability to trust service managers at the forest root level. However, the following requirements for independence can exceed the limitations of single-forest delegation of control:

· Service autonomy: Provides the ability to independently manage and manipulate the schema and configuration containers. The need for this level of control is usually driven by organizational structure or operational requirements. For example, one division of a company wants to install directory-enabled applications that extend the schema without depending on approval by the central Information Technology (IT) department.

· Service isolation: Provides the assurance that no administrator outside the organization can interfere with the operation of the directory service. The need for this level of control is usually driven by legal or operational requirements. For example, suppose a hosting company needs to place domain controllers on a customer’s premises. If a breach of domain controller security can affect service delivery in the rest of the forest, that customer’s operations can be separated into its own forest to better protect other clients of the directory service.

· Data isolation: Provides the assurance that no service administrators outside of a limited scope of administrators can control or view any subset of data on a domain controller or on member computers joined to the forest. The need for this level of control is usually based on a legal requirement. For example, a financial institution might be required by law to limit access to data that belongs to clients in a particular jurisdiction to the users, computers, and administrators in that jurisdiction.

Unplanned Deployments

The need for multiforest deployment is not always planned in advance. A change from a single-forest deployment to a multiforest deployment might be required to accommodate the following business decisions:

· Mergers and acquisitions: Assuming the merged or acquired organizations operate one or more existing forests, you might need to enable collaboration between users and resources from the different parts of the new and original organizations.

· Divestitures: When a decision is made to divest your company of certain portions of the organization, you can create a forest to accommodate the users and resources in the departments that are being transferred in advance of the actual organizational spin-off and enable collaboration between the original forest or forests and the spun-off forest.

· Grass-roots deployments: In the event that one or more divisions within your organization deploy their own forest without consulting the central IT department, consider the following courses of action:

· If no central forest has yet been deployed by the IT department, use the existing forest as the main forest for the entire organization, provided the existing forest satisfies your Active Directory design requirements.

· If an IT forest already exists, merge the IT forest and the grass-roots forest into a single, central IT forest.

· If an IT forest already exists, implement a multiforest deployment. 

Levels of Collaboration

The level of collaboration determines which functionality needs to be enabled across the forests and, as a result, determines part of the additional cost associated with deploying multiple forests. As the first step in evaluating the cost of enabling cross-forest functionality, assess the level of collaboration that your business requires. Use the following example scenarios to help determine the functionality you want to enable on the basis of the needed levels of collaboration.

Scenario 1: Organizations Share Only Address List Information

For organizations that require operational and organizational independence, collaboration needs are minimal. For example, a holding company for banks manages businesses that remain competitors. Because the businesses compete, they do not merge to a single forest, modify the messaging system, nor share any resources. Employees of these banks, however, need the ability to look up the phone numbers, office locations, and perhaps managerial information of personnel in the other divisions of the company, and to communicate by e-mail. 

These organizations have the following operating conditions and requirements:

· No resource sharing.

· No authentication of users across forests.

· Independent Exchange Server organizations, but commonly viewable global address list between the forests.

In this scenario, the only collaboration requirement is the need to view address information of the users in different forests. The only configuration that is required for this scenario is to enable Exchange address list synchronization between the forests. The cost of this added functionality is that of deploying and operating a directory data synchronization product such as Microsoft( Identity Integration Server 2003. An integrated address list synchronization solution works in conjunction with Microsoft Identity Integration Server 2003 to implement address list synchronization.

For more information about implementing address list synchronization, see “Synchronizing Exchange Data Across Forests” later in this paper.

Scenario 2: Organizations Share Schedule Information

In this scenario, in addition to the ability to view address list information, users in the separate forests need to schedule meetings with each other and to use other workflow applications that use Exchange public folders. An example of an organization that requires this type of collaboration is a holding company that includes multiple companies (for example, pharmaceutical companies) that compete with each other. For this reason, the companies require separate forests, messaging system, and prevention of resource access from outside of the forests. At the same time, however, they must conduct joint research projects. These joint research projects involve experts from different organizations working together in virtual teams. To enable these experts to schedule meetings and conference calls with each other, the organization decides to synchronize public folders, which also include free and busy calendar information, to make it viewable outside of the forest boundaries. 

For businesses that have separate Exchange organizations, this level of collaboration has the following requirements:

· No resource sharing.

· No authentication of users across forests.

· Address list synchronization as described in Scenario 1.

· Free and busy information synchronization (public folder synchronization).

Synchronizing free and busy information involves synchronizing Exchange public folders across forests. The information that is required for scheduling meetings is stored only in public folders on Exchange servers, and not in Active Directory. The solution for enabling this functionality is to use a public folder synchronization tool to synchronize the contents of the Exchange system public folders between forests.

For more information about synchronizing public folders, see “Synchronizing Exchange Data Across Forests” later in this paper.

Scenario 3: Organizations Share Resources

In this scenario, the organizations need to be able to assign access to resources in one forest to groups of users in another forest. In addition, users need to be able to look up other users throughout the organization by using the global address list, and to view free and busy calendar information to enable them to schedule meetings with people in different forests.

This scenario is commonly used in the following real-life cases:

1. Two organizations merge and their management decides to eventually merge directory or messaging infrastructures, or both. Because merging directory and messaging infrastructures is a time-consuming process, the IT department is tasked with enabling single sign-on capability for resource access outside of a forest and to simulate the experience of single-forest messaging, in which address lists are viewable and free and busy information is available for all users in both forests.

2. Two organizations merge, but unfortunately domain controllers of one organization are located in less secure location(s) than domain controllers of the other organization. The IT department of the less secure organization does not accept the level of physical security of domain controllers in the more secure organization. For this reason, these administrators decide to not merge their directory and messaging infrastructures. At the same time, businesses of these two organizations need close collaboration, which requires single sign-on capability for resource access outside of a forest and the same messaging experience that is available in a single forest.

3. An enterprise has deployed a test selfhost forest where new configurations, operations, and applications are deployed before they are deployed in the main production forest. All employees are equally trusted and need access to various resources in both forests, and therefore users must have access to the same resources, regardless of which forest contains a user’s account. Although deploying a single messaging system is feasible in an environment where employees are equally trusted, this organization chooses to deploy Exchange Server in each forest to completely simulate the main production forest environment. In this way, they can identify any disruptions to messaging before any new configurations, operations, or applications are deployed in the main production forest.

This level of collaboration includes:

· Bridged DNS infrastructures.

· Separate Exchange organizations, but a commonly viewable global address list.

· Free and busy information synchronization between Exchange organizations in separate forests.

· Resource sharing among users across both forests:

· Controlled granular sharing or full sharing.

· Security groups can have members from both forests.

· Access control lists (ACLs) can list security principals from both forests.

· Single sign-on between forests: User logon experience is the same for access to resources in any forest.

Solutions for this scenario involve configuring DNS to locate servers in the different forests. Enabling resource access requires trust relationships between domains in different forests as well as appropriate groups and permissions for resource sharing. For the forest functional level of Windows Server 2003, forest trust relationships are available that enable bidirectional, transitive trust relationships between all domains in the respective forests. For Windows 2000 forests or Windows Server 2003 forests that have a functional level other than Windows Server 2003, you must manually create explicit trust relationships between specific domains to enable resource sharing.
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Caution

External trust relationships between Windows 2000 domains in different forests are created with security identifier (SID) filtering turned off by default. If you plan to implement external trust relationships, see article Q289243, "Forged SID Could Result in Elevated Privileges in Windows 2000," in the Microsoft Knowledge Base. To find this article, see the Microsoft Knowledge Base link on the Web Resources page at http://go.microsoft.com/fwlink/?LinkId=291. 

For more information about bridging DNS, see “Enabling DNS Name Resolution Across Different Forests” later in this paper. For more information about enabling resource sharing and single sign-on between forests, see “Enabling Cross-Forest Resource Access” later in this paper. For more information about address list synchronization, see “Synchronizing Exchange Data Across Forests” later in this paper.

Scenario 4: Organizations are Completely Integrated and Share a Single Exchange Organization

To reduce the cost of providing a messaging solution, administrators might agree to deploy a single Exchange 2000 organization to serve an entire enterprise, in which case their messaging infrastructure does not need to be synchronized. This solution offers tighter integration because a single Exchange Server organization can span multiple forests without additional configuration.

An example of a tightly integrated multiforest organization is a factory that has assembly lines that must never be stopped because the consequences of stopping the assembly line could be devastating for the organization. Considering the mission-critical role of the assembly line, and because the functionality of the assembly line depends on an Active Directory-integrated application, the IT team deploys a separate assembly-line forest that has no external dependencies. For example, this forest might have no dependency on network connectivity, or perhaps it cannot accept the level of service that is provided for the corporate forest in terms of the time required for the IT department to respond to failures. 

Some users have accounts in the assembly-line forest. These users roam throughout the company on a regular basis and they use laptops that are joined to the assembly-line forest. They often need access to file shares on the Distributed File System (DFS) servers in the corporate forest and to use printers that are located in the corporate forest. In addition to the DNS integration and resource sharing that is described in Scenario 3, the following functionalities can also be configured to accommodate the needs of these roaming users: 

· Site and subnet synchronization.

· Printer information.

For more information about site and subnet information, see “Synchronizing Sites and Subnets” later in this paper. For more information about making printer information available across forests, see “Locating Printers Across Forests” later in this paper.

Additional Costs of Deploying Multiple Forests

The most significant disadvantage to deploying multiple forests is the added costs involved with providing additional teams and training for multiple deployments, as well as additional configuration. When you deploy multiple forests as opposed to a single forest, additional costs include:

· Design: Different teams need to design their individual forest, which requires the cost of educating additional IT professionals and the cost of their time invested in the design process itself.

· Implementation: Different teams need to deploy, monitor, and operate a separate forest, which requires the cost of training more IT professionals and the cost of their time invested in these activities.

· Cross-forest collaboration: Extra cost might be associated with collaborating on the configuration and monitoring of the additional features that are not required for a single-forest deployment, including:

· Collaboration between forest administrators and possibly domain administrators.

· Additional software and hardware.

· Training for additional configuration requirements.

· The actual configuration of the specific features that are required to implement single-forest functionality across forests.

If deploying multiple forests is an option rather than a requirement, then prior to deployment you must be sure that the advantages of service autonomy, service isolation, or data isolation outweigh these additional costs. 

Additional Configuration for Cross-Forest Functionality

Although most of the operations performed by users and administrators in a multiforest deployment rely on functionality within their own forests, some operations require additional configuration to extend the underlying functionality across the forest boundaries. 

In addition to administrative collaboration that is involved in cooperatively operating multiple forests, the following features require additional configuration to enable cross-forest collaboration:

· DNS name resolution: Enable DNS name resolution between forests to provide domain controller and resource location functionality.

· Access to resources: 

· Establish trust relationships between user domains and resource domains. 

· Configure the access control lists (ACLs) of resources to allow access to appropriate groups from different forests, and create new groups to accommodate forest roles across forests.

· Synchronization of sites and subnets: Enable each forest to recognize the entire scope of the network. To allow clients in one forest to locate the nearest domain controller in another forest and enable access to DFS file shares with minimum network traffic, configure the same sites and subnets in all forests.

· Storage and retrieval of application data: Provide computers of all forests with the ability to access application data in any forest.

· Printer location: Synchronize printer information.

· Exchange Server integration: Enable address list synchronization and free and busy calendar information.

The topics in this section contain discussion of the essentials of each configuration at a high level but do not provide specific configuration instructions. Microsoft intends to issue a deployment guide with instructions for how to enable the functionality described in this section.

Enabling DNS Name Resolution Across Different Forests

Successful Active Directory deployment requires DNS for name resolution. The ability to resolve an IP address from the DNS name of a computer is necessary for the location of domain controllers and resources by users and computers. 

Issue

With multiple forests, name resolution is required to function between forests so that users and computers in one forest can locate resources and domain controllers in the other forest. 

Best practices for designing the DNS namespace and providing DNS support for deployment of a single Active Directory forest are provided in the “Best Practice Active Directory Design for Managing Windows Networks.” You can view this document on the Microsoft TechNet Web site at http://go.microsoft.com/fwlink/?LinkId=10478. In the process of designing your multiforest Active Directory deployment, follow these recommendations for each individual forest. After you have completed the DNS design for each individual Active Directory forest, you must analyze the requirements to enable name resolution across the forest boundaries. 

The ability to resolve the names from the namespace of a different forest is required by the following activities:

· User or computer needs to locate a resource (for example, an Exchange server, file share, or service) that is hosted on a computer that is joined to a different forest.

· User or computer needs to locate a domain controller in a different forest for the purpose of authenticating to a resource in that forest.

In most scenarios, you will need to ensure name resolution across different forests.

Solution

The need for additional DNS configuration to enable name resolution across forests depends on your current DNS infrastructure and on any DNS design that might be planned for new Active Directory forests. The most common DNS scenarios are described below and relevant configuration requirements are enumerated for each.

If a user in a fictitious organization A (Org A) needs to locate resources in organization B (Org B), or vice versa, different configuration changes apply for each of the following scenarios:

· In Figure 1, Org A has a root DNS server that hosts the root (“.”) zone. In this scenario, a delegation is set up on the root DNS server that hosts the root zone in Org A. This delegation consists of a host (A) resource record and a name server (NS) resource record for the DNS servers that host the highest-level DNS domain in Org B. The effect of these resource records is that queries originating in Org A for names within the namespace of Org B are referred to the DNS servers in Org B. Figure 1 shows the delegation from Org A to Org B.

Figure 1   Delegation from DNS server hosting root zone in Org A to enable resolution of names in Org B
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· In Figure 2, Org A has no root zone, but DNS servers running a member of the Windows Server 2003 operating systems are configured to forward queries up the namespace, eventually to the Internet. In this scenario, conditional forwarding must be configured on a DNS server in Org A to forward queries ending with a particular suffix (in this case, the suffix of Org B) to DNS servers in Org B. DNS servers in Org A can forward to any level in the namespace of Org B. Figure 2 shows conditional forwarding from Org A to Org B.

Figure 2   Conditional forwarding from Org A to Org B
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Note

Conditional forwarding is available only in Windows Server 2003.

· In Figure 3, Org B has no root zone and DNS servers in Org B are running a member of the Windows 2000 Server family. To enable DNS servers in Org B to respond to queries for names within the namespace of Org A, DNS servers hosting high-level zones in the namespace hierarchy can be configured to host secondary zones that contain the highest-level zone data of Org A servers. As shown in Figure 3, the Org B servers that host these secondary zones must perform zone transfers from Org A DNS servers to ensure that the secondary zones for names in Org A are updated. 

Figure 3   Secondary zone for Org A in Org B
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Enabling Cross-Forest Resource Access

Access to resources in different forests requires appropriate trust relationships, user and group management, and access control in the trusting domains. Resource sharing between domains is discussed in “Designing the Active Directory Structure” in the Deployment Planning Guide of the Microsoft®Windows® 2000 Server Resource Kit. The model of resource access and management for multiple Windows Server 2003 forests is very similar, with a few basic differences.

Issue

When users in Forest A need access to resources in Forest B, the resource administrators in Forest B can add the accounts of users in Forest A to the access control list (ACL) on the resource. Assuming that there are a large number of users who need the same access to a resource, it is not feasible to add the individual account of every user to the ACL on every resource that is required by each user. Rather, a more scalable management model is required to allow users in Forest A to access resources in Forest B.

Solution

The model that allows users to access resources across forests is very similar to the model for allowing users in different domains in the same forest to have access to resources across domains. The most efficient management model is as follows: 

· Create trust relationships between domains in different forests, as follows:

· To enable resource sharing between all domains in two Windows Server 2003 forests, create a forest trust between the forest root domains. This trust relationship, which is available in Windows Server 2003 forests, enables two-way transitive trust between all domains in two forests. Forest trust relationships are not transitive beyond the two forests that share the trust.
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Note

A transitive trust relationship flows throughout a set of domains, such as a domain tree, and forms a relationship between a domain and all domains that trust that domain. For example, if domain A has a transitive trust with domain B, and domain B trusts domain C, then domain A trusts domain C. Transitive trusts can be one-way or two-way, and they are required for Kerberos-based authentication and Active Directory replication.

· To enable resource sharing between specific domains in different forests, create external one-way, non-transitive domain trust relationships (explicit trusts) between the specific domains.

· To represent the sets of users who need access to the same type of resources, create role-based global groups in every domain and forest that contains these users.
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Note

You might already have such groups created in some forests.

· Create universal groups that correspond to the global groups.

· Add multiple global groups to a universal group so that you can assign permissions to related resources in multiple forests. 
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Note

Universal groups are not available as security groups in Windows 2000 mixed-mode domains or in Windows Server 2003 domains that have a domain functional level of Windows 2000 mixed. They are available for distribution groups. For information about Active Directory functional levels, see Help and Support Center for Windows Server 2003.

· Create resource-based domain local groups in every domain for the resources in that domain that need to be accessed from outside the forest.

· Add universal groups (or global groups in mixed-mode domains) from all such forests to the domain local groups across the organization, and use the domain local groups to assign permissions on the resources within the respective domains.

When a new user account needs access to a resource in a different forest, add the account to the respective global group. When a new resource needs to be shared across forests, add the appropriate domain local group to the ACL for that resource. In this way, access is enabled for resources on the basis of group membership. 

Figures 4 and 5 compare and contrast this model in single versus multiple forests and in Windows 2000 versus Windows Server 2003. In Figure 4, Forest A has Windows 2000 domains that are in mixed mode and therefore universal groups are not available. Global groups from Domain A and Domain C are added to the domain local group in Domain B, and that group is added to the ACL on the Domain B resource and permissions are assigned to the group that provide the appropriate level of access. The multiforest deployment follows the same model for three forests as is used for three domains in the single-forest deployment.

The scenarios in Figure 4 apply to domains and forests that do not have universal groups available to them. Domains that do not have the ability to use universal groups can be:

· Windows 2000 domains that have the domain mode of mixed.

· Windows Server 2003 domains that have the domain functional level of Windows 2000 mixed.

In Figure 4, group abbreviations are as follows:

· Global group (GG).

· Domain local group (DLG).

Figure 4   Resource sharing when universal groups are not available
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In Figure 5, multiple global groups are added to a single universal group, which is added to the domain local group. In a single forest, one universal group per role is all that’s required. In multiple forests, a universal group can be created for each forest that has users that need access to a resource in a different forest. This approach is useful when multiple global groups from the same forest need access to the same local resource.

The scenarios in Figure 5 apply to domains in which universal groups are available. Domains that have the ability to use universal groups are:

· Windows 2000 domains that have the domain mode of native.

· Windows Server 2003 domains that have the domain functional level of Windows 2000 native or Windows Server 2003.

In Figure 5, group abbreviations are as follows:

· Global group (GG).

· Domain local group (DLG).

· Universal group (UG)

Figure 5   Resource sharing when universal groups are available
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Adding Groups to Domain Local Groups vs. Computer Local Groups

As a general rule, the practice of adding domain local groups to global groups and adding global groups to universal groups is effective when a large number of users must be granted access to several resources. When the number of users is few, you can add them directly to the universal group or to the resource.

In addition, when you have a choice of adding universal groups or global groups to a domain local group or to a computer local group, use the computer local group instead of the domain local group. The reason to do so is that when an access token is constructed, domain local groups, global groups, and universal groups of which the security principal is a member are included in the token. Thus, entries in the token include nested group memberships, which means that if user A is a member of group G and group G is member of group GR, the access token for user A will contain both group G and group GR. A maximum of 1,500 entries can be added to an access token, and if a user belongs to too many groups, this limit can be reached. However, computer local groups are not nested. 

Therefore, if resource access is being enabled on a per-computer basis and the number of computers is not very large, using computer local groups avoids potentially nested memberships of a domain local group and is the better practice.

For example, if you want to allow a user to administer an Exchange server, adding their account or group to the computer local group on the Exchange server is more effective than creating a domain local group, adding that domain local group to the Exchange Admins group or to the ACL on the Exchange server object and setting permissions, and then adding the user’s account or group to the domain local group.

Security Considerations for Cross-Forest Resource Access

Even when you create multiple forests for data isolation, service isolation, or both, trust relationships with other forests (or individual domains from other forests) can be created and users can be added to groups in other forests so that they can be granted access to resources. However, do not include users from other forests in any of the following groups: 

· Groups that are responsible for service management or that can manage the membership of service administrator groups.

· Groups with administrative control over computers that store protected data. 

· Groups that have access to protected data, or groups responsible for the management of user or group objects that have access to protected data. 

Including users from another forest in any of these groups constitutes a potential security breach of the other forest that can lead to disclosure of protected data or service interruptions.

For information about these administrative groups, see “Design Considerations for Delegation of Administration in Active Directory.” You can view this document on the Microsoft TechNet Web site at http://go.microsoft.com/fwlink/?LinkId=10516.

Synchronizing Sites and Subnets

Site and subnet information represents the physical topology of the network and is not related to the Active Directory structure. Active Directory can determine the location of computers on the network according to the relationship of their respective IP addresses to a range of addresses defined by a subnet object in Active Directory. Subnets are associated with sites, and sites identify areas of good network connectivity. Sites are usually connected by Wide Area Network (WAN) links. For this reason, an ideal connection is one that does not cross site boundaries (traffic does not traverse a WAN link). Site and subnet information enables computers that are running Windows 2000, Microsoft® Windows® XP, or a member of the Windows Server 2003 operating systems to locate the following computers and services in the same site or a nearby site:

· Domain controller, global catalog server, or Key Distribution Center (KDC).

· Distributed File System (DFS) server that hosts a requested resource.

Issue

When site and subnet information in both forests is identical, computer and service location is optimized according to site. The ability to locate computers and services in the same site or a nearby site depends in part on whether the appropriate site and subnet information is available in Active Directory. 

It is important to note that establishing synchronization of site and subnet information is not an immediate requirement of implementing multiple forests. You can establish site and subnet synchronization at any point throughout the lifetime of a multiforest deployment, or you can decide to not establish it. If you decide to establish synchronization of site and subnet information, the question of how soon to establish it depends on the impact of not having an identical site topology between forests.

For example, suppose an organization has Forest A and Forest B, and site and subnet information is not synchronized between them. The following scenarios describe the effects on the performance of three common cross-forest operations that are affected by site awareness:

· Logon process

· File downloads

· Authentication

Use these scenarios to help determine whether the reduction in network traffic or request execution time, or both, outweigh the additional effort that is required to synchronize site and subnet information across the forests.

Cross-Forest Logon Process

When a user from Forest A logs on to a computer in Forest B, the logon process requires location of a domain controller from the user’s domain in Forest A. If the site of the computer from Forest B is not specified in Active Directory in Forest A, the computer might locate any (rather than the closest) domain controller from the user’s domain in Forest A. If the connection to the domain controller is made over a WAN, then this logon process adds traffic to the WAN (the amount of traffic depends on the number of Group Policies and logon scripts, as well as the size of the roaming profile). This connection generates traffic during logon as well as logoff and usually ranges from 100 kilobytes (KB) to a few hundred KB. Depending on the WAN bandwidth that is available for logon traffic, logon duration over the WAN might be increased. If these drawbacks are acceptable, especially if you anticipate that most users will be logging on to computers in their own forest, then site and subnet information might not be important enough to warrant synchronizing the data between forests.

Cross-Forest File Download

When a user who is logged on to a computer that is joined to Forest B requests a file that is hosted by multiple DFS servers, the nearest one being a server that is joined to Forest A, the DFS server that is contacted for the download depends on whether site and subnet information for Forest A is available in Forest B. If the site of this DFS server is not specified in Forest B, then the file might be downloaded from an arbitrary (potentially remote) DFS server. If the site of the DFS server is available in Forest B, the server in Forest A can be located.

[image: image13.wmf]
Note

DFS enhancements in Windows Server 2003 ensure that files are downloaded from the next closest DFS server that hosts the desired file and is joined to Forest B.

Downloading a file from a remote DFS server increases network traffic over a WAN (the amount of traffic is determined by the size of the file to be downloaded) and potentially increases the download time (the delay depends on bandwidth available to download the file). If these drawbacks are acceptable, especially if you anticipate that users download files only from the DFS servers in their own forest, then synchronizing site and subnet information might not be important.

Cross-Forest Authentication

When a user needs to authenticate to a resource in a different forest, the user’s computer or domain controller (depending on the authentication mechanism that is used) must contact a domain controller in the domain of the resource. Domain controller location is optimized by the closest site across forests only when identical site and subnet information is configured in Active Directory in both forests. However, if the traffic that is generated by authentication of the user does not cause significant delay, then it is not critical that a local domain controller be contacted.

Solution

The initial solution for mirroring site and subnet information is to create the same site and subnet objects in all forests. After these objects have been created, two methods can be used to ensure that site and subnet information is maintained identically in both forests:

· Use a directory data synchronization product (for example, Microsoft Identity Integration Server 2003) to synchronize the data when site and subnet information changes in one forest. This approach is characterized by a high level of automation and requires practically no administrator involvement after Microsoft Identity Integration Server 2003 configuration is in place. However, this approach is not acceptable in scenarios where service isolation is required (the service administrators in the destination forest do not trust the service administrators from the source forest).

· Establish a business process by which network administrators inform service administrators in each forest when site and subnet information changes, and the service administrators then update the information in their respective forests. This approach is most appropriate for the customers who have service isolation requirements for separate forests. However, this approach requires a high level of administrator overhead to create mirrored information in multiple forests.

Microsoft intends to issue a deployment guide that will describe the site and subnet objects and attributes that need to be synchronized to mirror network topology information.

Retrieving Application Data Across Forests

A rapidly growing family of applications is using Active Directory to store and retrieve application-specific data. Application architecture assumes that application-specific data is stored in a well-known (for service providers and consumers) Active Directory location that is populated by the service providers or administrators. 

Issue

When clients of the service or application data need to obtain the data or locate the service, they perform a search against Active Directory and retrieve the data. Most clients assume that they are joined to the same forest as the service provider. In multiple forest deployments, this condition is not always true.

For example, service providers for service App1 are running on computers that are joined to Forest A and they register the information that enables clients to locate these service providers only in Forest A. In this case, if a client in Forest B queries Active Directory to discover a service provider for service App1, the query fails and the client cannot locate a service provider. 

Clients do not always use the data stored in Active Directory to locate service providers. Sometimes a client or other service provider needs to retrieve data from Active Directory but does not need to locate any other service provider. The following solutions apply to both scenarios. 

Solution

Two approaches can be used to give clients the ability to find information in Active Directory in a different forest:

· Deploy service providers in each forest.

· Synchronize the data across the forests.

Making a choice between the two approaches depends on the following requirements of the application:

· Load sharing.

· Discovery of the nearest service provider.

· Autonomy or isolation, or both (for security purposes).

Deploy Additional Service Providers

The following scenario describes a condition that requires deploying additional service providers on the basis of different application requirements. 

Load requirements

If service providers that are deployed in one forest cannot sustain the load of requests from clients from multiple forests, then deploying additional service providers might be necessary. Deploying them in all individual forests eliminates a need to synchronize this application-specific data across the forests. 

Synchronize Data Across Forests

The following scenario describes a condition that requires synchronizing data across multiple forests on the basis of different application requirements.

Nearest service provider

For some network-traffic-intensive or response-time-sensitive applications, it is important to ensure that a client locates the nearest service provider. In this case, deploying one or a few service providers to serve an entire network that spans multiple sites might not be appropriate. You might need to deploy at least one service provider per forest per site, but if multiple forests span the overlapping set of sites, then duplicating service providers for each forest might unnecessarily increase the cost of hardware and support of the service providers. In this case, synchronizing the application-specific data across different forests allows clients from one forest to locate the nearest service providers, even though the clients belong to a different forest. For an example of the service providers that can be used by all clients in the same site regardless of their forest affiliation, see “Locating Printers Across Forests” later in this paper. 

No Sharing of Application Data Across Forests

In the following cases, providing application data across forests is not feasible.

Autonomy or isolation

For some applications, in addition to availability of the service and proximity of the service providers, some administrators might have additional requirements of autonomy. If, for example, an application or service owner in one division (that also has its own forest) requires special configuration of the service provider (not matching the configuration in other parts of organization), then users in this forest might not use the service providers in other forests and must rely on only the service providers in the same forest. In this case, there is no reason to synchronize the application-specific data between the forests.

In addition to autonomy or isolation requirements, the owner of a service might also have security reasons for requiring that users and computers use only the service providers from their own forest. Remember that service administrators in a different forest have full control over the services and data stored on the computers joined to their forest. If you cannot allow delivery of your service to depend on another forest (for example, if the other forest is compromised), then you must not synchronize the service-specific data to your forest.

Considerations for Using Microsoft Identity Integration Server 2003 to Synchronize Application-Specific Data Between Forests

If you decide to synchronize some application-specific data between forests, the recommended synchronization solution is Microsoft Identity Integration Server 2003. The solution involves the following administrative cooperation:

· The Microsoft Identity Integration Server 2003 administrator configures Microsoft Identity Integration Server 2003 to perform synchronization of the application-specific data. 

· The application owner provides the Microsoft Identity Integration Server 2003 administrator with the description of the objects and attributes that need to be synchronized between the forests. 

· The forest administrators indicate to Microsoft Identity Integration Server 2003 administrators the directory locations that the information should be read from and written to.

In collaboration with application administrators, administrators of the individual forests must decide relative to each application if they want to participate in data synchronization. This decision should be based on a need to share application-specific data with other forests, to use application-specific data from other forests, and on security requirements.

Credentials for Writing Application Data

When a forest administrator decides to allow Microsoft Identity Integration Server 2003 to write application-specific data for a specific application, the administrator must decide which credentials Microsoft Identity Integration Server 2003 should use to write this data. The recommended method is to create a user account that uses its credentials exclusively to allow Microsoft Identity Integration Server 2003 to write this data. The administrator does not have to create separate credentials for each application and might use the same set of credentials for data that is used by different applications. 

Security Considerations for Writing Application Data

A forest administrator must also add appropriate write permissions to the container into which Microsoft Identity Integration Server 2003 will write the data. Depending on security requirements, the destination forest administrator might need to ensure that these credentials do not enable one to overwrite data from a different forest. 

Even if you trust the Microsoft Identity Integration Server 2003 administrator to appropriately configure the synchronization server and you completely eliminate the possibility that the Microsoft Identity Integration Server 2003 administrator could be rogue, the possibility of the administrator being coerced still exists. To minimize the risk that a Microsoft Identity Integration Server 2003 administrator could jeopardize the functionality of an entire individual forest, the forest administrator, in addition to creating a dedicated organizational unit in which synchronized objects are created, should ensure that write permission granted to Microsoft Identity Integration Server 2003 to create, update, and delete data is limited to only this organizational unit, and no other portion of the forest. 

Restricting access to a single organizational unit eliminates the possibility that Microsoft Identity Integration Server 2003 can overwrite any data outside of the organizational unit. If this approach is taken, the forest administrator must inform the Microsoft Identity Integration Server 2003 administrator of the location of this organizational unit in the forest hierarchy and ensure that any requirements of the application to read and write to various objects on the directory are fulfilled. For example, some applications expect the data to be in specific locations of the Active Directory hierarchy, and only in those locations. 
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Note

If you are using Microsoft Metadirectory Services version 2.2, Microsoft recommends that you hire a Microsoft Consulting Services (MCS) consultant who specializes in Microsoft Metadirectory Services 2.2 to configure Microsoft Metadirectory Services 2.2 to enable data synchronization.

Locating Printers Across Forests

The presence of printer objects in Active Directory enables a computer that has an account in that forest to browse for printers that have specific characteristics (for example, printers that support color printing or stapling) and that are located near the computer. 

Issue

In the multiforest scenario, a user might be logged on to a computer that is in the same physical location as a printer, but the computer account and printer information exist in different forests. In this case, the user can locate a printer in a different forest only by providing the print server and printer name. You might want to allow users to browse for printers on the basis of their proximity and without regard to forest membership.

Solution

It is possible for a user to configure a computer to use a particular printer by specifying the printer name, which requires no additional configuration on the part of the forest administrator. However, if you want to enable users in one forest to browse for printers in a different forest, then consider using Microsoft Identity Integration Server 2003 to synchronize printer data between the forests, as described in “Retrieving Application Data Across Forests” earlier in this document.

Microsoft intends to issue a deployment guide with instructions for how to enable this functionality.

Synchronizing Exchange Data Across Forests

Exchange 2000 Server uses Active Directory to store configuration and user information and to provide user authentication and permissions management. In multiforest deployments where more than one Exchange organization is deployed, additional configuration is required to synchronize mail-related data of multiple Exchange organizations among the multiple forests.

Exchange Organizations and Active Directory 

An Exchange organization consists of one or more Exchange servers, and each Exchange organization is specific to one Active Directory forest. Exchange servers rely on access to the global catalog for address information. Because each forest has a separate global catalog, an Exchange organization is associated with only one forest. 

However, multiple forests can use the same Exchange organization for mail service. A single Exchange organization that serves multiple forests does not require additional cross-forest configuration because the Exchange organization uses only one forest for its Active Directory storage and services.

Although user accounts in different forests can use the same Exchange organization to send and receive mail among users in all forests, the servers of a single Exchange organization cannot access information from more than one Active Directory. To enable multiple forests that each deploy separate Exchange organizations to function as a single business organization, additional configuration is required to synchronize the Exchange mail recipients in the respective Active Directories.

The ability to access address information from different forests requires that shadow (or proxy) versions of all mail recipients be created and maintained by synchronization in each relevant directory. With these shadow objects in place, when an Exchange server queries a single directory, it can view information about mail recipients that originate in its forest as well as those that have been created as shadow objects.

Single Exchange Organization

Whether a single Exchange organization serves one forest or more than one forest, the Exchange organization is still associated with only one of the forests, called the Exchange forest. Users that have accounts in one forest might have mailboxes in the same forest or in a different forest; however, mailboxes are always in the same forest as the Exchange servers because mailbox data is stored on the Exchange servers.

For example, in a scenario where Forest A and Forest B share a single Exchange organization, Exchange servers are installed only in Forest B. User A has a user account in Forest A and User A’s mailbox is stored in forest B. To associate the user in Forest A with the user’s mailbox in Forest B, a disabled user account is created for User A in Forest B and the mailbox is associated with it. User A’s mail is stored on Exchange servers in Forest B and an attribute on the disabled account references User A’s account in Forest A. This type of Exchange environment is known as the resource forest model.

Figure 6shows an Exchange organization that has mailboxes on Exchange servers in one forest and user accounts in a different forest. In this scenario, the user objects in Forest A have corresponding disabled user accounts that represent their respective Exchange mailboxes in Forest B, which hosts the Exchange servers. 

Figure 6   Single Exchange organization with users and mailboxes in different forests
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Single Exchange organizations can have users in more than one forest, as shown in Figure 7.

Figure 7   Single Exchange organization that serves multiple forests
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Multiple Exchange Organizations

When the same enterprise deploys Exchange servers in multiple forests, each Exchange organization has a separate Exchange forest and therefore a separate global catalog and global address list. Additional configuration is required to enable users in each forest to be able to look up address list information in the other forests. To achieve this goal, mail recipient information from multiple Exchange organizations must be synchronized.

Figure 8 shows a multiforest enterprise that deploys Exchange servers in multiple forests.

Figure 8   Multiple Exchange organizations and multiple forests
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Note

It is not a goal of this document to prescribe best practices to design Active Directory for Exchange 2000 Server. For more information about designing Active Directory for Exchange 2000 Server in a Windows 2000 Server environment, see “Best Practice Active Directory Design for Exchange 2000.” You can download this document from the Microsoft Web site at http://go.microsoft.com/fwlink/?LinkId=10517.

For deployments in which multiple Exchange organizations serve separate forests in the same multiforest enterprise, additional configuration might be needed in order to enable:

· Viewing the global address list in all forests.

· Viewing free and busy calendar information in all forests.

The configuration information in this paper encompasses all scenarios in which Exchange Server is deployed in more than one forest, but not necessarily in every forest in the enterprise.

Address List Synchronization

In a multiforest environment with a single Exchange organization, all user accounts reference global catalog servers in the Exchange forest to gain access to the global address list. Although the users are in different forests, Exchange uses a single global address list for these users and therefore no synchronization of address list information is needed.

In a multiforest environment with multiple Exchange organizations, each Exchange forest has its own address list and therefore synchronization is required to present the same view of address list data across the forests.

The global address list is a list of entities in a forest that can receive mail. Mail recipients can be user accounts (both enabled and disabled accounts), contacts, distribution lists, security groups, and folders. Exchange administrators can also create different views of the global list of mail recipient information to generate logical groupings of recipients, which are viewable as address lists. 

Every Outlook client is configured with the name of an Exchange server. When an Outlook client user opens the Address Book, or when a user composes a message and types a name or an address in the To: field, the Outlook client uses the global catalog server that is specified by its Exchange server to search the contents of the global address list or other address lists. 

Issue

Outlook clients must use global catalog servers and Exchange servers in only one forest to look up addresses. For this reason, the clients in one forest can view address lists of another forest in the same Exchange organization, but not of a forest in a different Exchange organization. Therefore, the following issues must be addressed in a multiforest deployment that has multiple Exchange organizations:

· Users in one forest need to be able to look up Address Book data, including mail addresses of objects in a different forest.

· The Exchange client must be able to resolve all addresses in its own forest.

Figure 9 shows two Active Directory forests with Exchange servers in each forest and an example of a mail-enabled user in each forest. The global address list (GAL) of each respective forest does not contain users from the other forest. For this reason, a query by an Exchange client does not find address lists for the other forest.

Figure 9   Two forests with separate Exchange global address lists (GALs)
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In the configuration that is shown in Figure 9, separate Exchange organizations are deployed in two forests. In this case, before any additional configuration occurs, Forest A does not contain an account for Fred, who resides in Forest B. Likewise, Forest B does not contain an account for John, who resides in Forest A. Therefore, when the user of the Outlook client that is referencing the Exchange server that is configured to use the global address list in Forest A opens the Address Book, Fred is not found in the Address Book. John also cannot send mail to Fred by using an alias, but must use the full Simple Mail Transfer Protocol (SMTP) address for Fred.

The same restriction applies to the distribution lists and resources (for example, conference rooms) that reside in different forests. For example, if a distribution list exists in Forest A, then without this additional configuration, a user whose Outlook client is retrieving global address list information from the global catalog in Forest B does not see this distribution list in the Forest B Address Book.

Solution

To allow users to see mail recipients from another forest in the Address Book, the mail recipients must be synchronized between forests. In this scenario, the mail recipients are synchronized in both directions.

Synchronizing users and groups between forests

The solution that enables users in different forests to see the identities of each other in the Address Book is to create a proxy, or “shadow,” version of mail-enabled objects in the forests that have Exchange 2000 Server deployed. The shadow version is represented by a contact object. In Figure 10, the mail account of John in Forest A is represented by the contact object John in Forest B, while the mail account of Fred in Forest B is represented by the contact object Fred in Forest A. Synchronization is performed by a directory data synchronization product such as Microsoft Identity Integration Server 2003.

Figure 10   Mailbox synchronization between two forests
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In this example, if administrators of both forests want to allow users from Forest B to view the users from Forest A in the Address Book, then administrators can configure a directory synchronization server, such as Microsoft Identity Integration Server 2003, to perform the following operations: 

· Search Forest A for all mail-enabled objects.

· Create corresponding contact objects in Forest B. 

These operations can be scheduled to run periodically to dynamically update information in all forests when a mail-enabled object is added, deleted, or modified in its source forest. Upon completion of these operations, Exchange services (running every minute by default) in all forests that have an Exchange server installed will appropriately update existing address lists, including the global address list. Thereafter, when the user Fred in Forest B attempts to find the user John from Forest A by searching the Address Book, Fred successfully finds John because John is represented by a contact object in Forest B.

In addition, because routing information is included in the contact object, a user in Forest B can successfully send messages to John by specifying John’s alias. The Exchange server locates the full SMTP address for the alias for the user John in the John contact object and properly forwards the message to the Exchange Server service that contains the mailbox of the user John.

Depending on the decision of the administrators of the source forest (the forest from which data is read) and the destination forest (the forest in which data is updated to match the appropriate data in the source forest), and assuming proper configuration, Microsoft Identity Integration Server 2003 can perform synchronization in one or both directions.

The process is very similar for contact objects that are synchronized out of this forest as well as mail-enabled security and distribution groups. As shown in Table 1, all of these object types are synchronized as contacts into other forests.

Table 1

	Source Directory
	Target Directory

	User
	Contact

	Contact
	Contact

	Group
	Contact


Additional scenarios for address synchronization in forests without Exchange

The scenarios described earlier apply to multiple forests that deploy separate Exchange organizations. Under the following conditions, address list synchronization might be deployed in forests that do not deploy Exchange servers:

· The attributes on the mailbox-enabled user account need to be propagated back to the forest with the logon user account. For example, if a human resources database typically updates phone numbers on the user account in the Exchange forest and other applications look up this information in the user account forest, then synchronization is required.

· Applications other than Outlook use the Address Book.

Cost of global address list synchronization

The cost of synchronizing the global address list and other address lists is that of implementing a directory data synchronization product such as Microsoft Identity Integration Server 2003. A single Microsoft Identity Integration Server 2003 server is required for every synchronization infrastructure that you want to implement. For example, if you decide to use a centralized Microsoft Identity Integration Server 2003 administrator who manages global address list synchronization for all of the forests, then the cost is that of running Microsoft Identity Integration Server 2003 on a single server computer plus a Microsoft Identity Integration Server 2003 administrator who will manage the process. However, if the forest administrators do not trust each other and want to run their own solutions, then each forest must have a Microsoft Identity Integration Server 2003 server with a Microsoft Identity Integration Server 2003 administrator who manages getting data into the forest.

Which synchronization solution to use

Any solution that enables synchronization of the objects described above can be used to synchronize address lists across multiple Exchange organizations. However, Microsoft highly recommends using Microsoft Identity Integration Server 2003. Microsoft Identity Integration Server 2003 is capable of synchronizing directory data between multiple Active Directory forests according to the business rules that are specified in the Microsoft Identity Integration Server 2003 configuration. 

If you are using Microsoft Metadirectory Services (MMS) version 2.2, it is recommended that you hire a Microsoft consultant to perform the necessary configuration of MMS 2.2 to enable global address list synchronization.

Concurrent with shipping Microsoft Identity Integration Server 2003, Microsoft intends to provide a Global Address List (GAL) Synchronization Solution that automates the configuration of Microsoft Identity Integration Server 2003. The GAL Synchronization Solution significantly simplifies the configuration of Microsoft Identity Integration Server 2003 to perform global address list synchronization, including the creation of contact objects and distribution groups. The GAL Synchronization Solution performs configuration of that is expected to satisfy business rules of the majority of customers. At the same time, customers have the flexibility to modify Microsoft Identity Integration Server 2003 configuration on the basis of their individual business rules regarding global address list synchronization data. Detailed information about the GAL Synchronization Solution is to be included in the Multiforest Deployment Guide, which Microsoft intends to issue in the future.

Administrative considerations for global address list synchronization

To enable synchronization of global address list data by Microsoft Identity Integration Server 2003, administrators of the source and destination forests must provide information to the Microsoft Identity Integration Server 2003 administrators, as follows:

· The source forest administrator creates a user account that has read permission on the object that is to be synchronized. Credentials for this account will be used by Microsoft Identity Integration Server 2003 to read the objects from the source forest. The source forest administrator also specifies whether to allow group membership expansion.

· The destination forest administrator creates or identifies an organizational unit in which Microsoft Identity Integration Server 2003 will create the new contact objects. The administrator also creates a user account and grants permissions on the organizational unit to allow the account to create, delete, and update (write) objects in the organizational unit. To eliminate the possibility of tampering with destination and forest data outside of the organizational unit, allow write permissions only in the organizational unit that the administrator created for the purpose of creating synchronized objects, and to specific attributes of accounts outside the organizational unit that are needed to preserve mail functionality. 

[image: image21.wmf]
Note

If the forest administrator decides to synchronize data both into and out of the forest, then the administrator should use the same user account credentials to perform both read and write operations.

Risk models for global address list synchronization

There are two main risk models that apply to enabling global address list synchronization. The two models can coexist within the same organization. These risks apply in a more general context to all synchronization solutions.

· Individual forest administrators trust centralized Microsoft Identity Integration Server 2003 administrators to synchronize data between the forests. They are willing to risk the possibility that a centralized Microsoft Identity Integration Server 2003 administrator might maliciously or accidentally misconfigure Microsoft Identity Integration Server 2003. As a rule, individual forest administrators can and should protect their forest from data disclosure or tampering by ensuring that the user whose credentials are used by Microsoft Identity Integration Server 2003 to perform synchronization does not have permissions that would allow malicious activities. This approach is recommended.

· Individual forest administrators are not willing to risk the possibility that a centralized Microsoft Identity Integration Server 2003 administrator might maliciously or accidentally misconfigure Microsoft Identity Integration Server 2003. In this scenario, each individual forest administrator might deploy a Microsoft Identity Integration Server 2003 server that performs data synchronization from or into their forests, or both. The only cooperation required in this scenario is that the partner forest administrator must provide sufficient credentials to allow reading and writing the appropriate data. This approach is slightly more complex and might have a higher overhead, depending on the number of forests involved.

Free and Busy Calendar Information Synchronization

Calendar information enables users to schedule meetings by viewing the free and busy times in the schedules of meeting invitees. If frequent meetings are to be scheduled between members of different forests, the availability of schedule information might warrant synchronizing free and busy calendar data between Exchange organizations in different forests.

Issue

John has a mailbox in Forest A and wants to use Outlook to schedule a meeting with Fred, whose mailbox is in Forest B. John also wants to invite a group of people from Forest C. As shown in Figure 11, if John does not see the availability of users and groups in other forests, scheduling a meeting requires contacting them personally. 

Figure 11   Scheduling when calendar data is unavailable

[image: image22.wmf]Forest A 

Exchange

Scheduling a meeting

Scheduling a meeting

Calendar unavailable

Forest B

Forest B

Exchange

Exchange

Forest C 

Exchange

Calendar unavailable


Free and busy calendar information is stored in the system public folders on Exchange 2000 servers, but not in Active Directory. For this reason, synchronizing global address list information between different forests is not sufficient to enable users that have mailboxes in one forest to view free and busy calendar information of users and resources that have mailboxes in Exchange organizations in other forests.

Solution

To enable users that have mailboxes in Forest A to view schedule information of users and resources that have mailboxes in the Exchange organizations in Forest B and Forest C, the system public folders data stored on the Exchange servers in Forest B and Forest C must be included in the system public folders of the Exchange servers in Forest A. To enable such synchronization, Microsoft recommends using the Microsoft Exchange Interorg Replication Utility (also called the Public Folder ([PF)] Sync Tool). For information about using this tool, see article Q238573, "Installing and Configuring InterOrg Replication Utility," in the Microsoft Knowledge Base. To find this article, see the Microsoft Knowledge Base link on the Web Resources page at http://go.microsoft.com/fwlink/?LinkId=291.

In most multiforest environments, a single synchronization server can accommodate multiple forests. Figure 12 shows a multiforest deployment that uses a single server that runs the PF Sync Tool to synchronize free and busy information among all three forests. In this scenario, each forest synchronizes data to and from two other forests.

Figure 12   Free and busy information synchronized across three forests by one server
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Migration Considerations

In the environment that contains multiple Active Directory forests and potentially multiple Exchange organizations in different Active Directory forests, reorganizations or individual employee relocations will almost inevitably require you to migrate one or more of these: user accounts, computer accounts, groups, or mailboxes.

User Migration

User migration includes user accounts, groups, and computer accounts. To perform user account migration between forests, use Active Directory Migration Tool (ADMT). For information about using ADMT and to download ADMT, see “Active Directory Migration Tool Overview” in the Active Directory link on the Web Resources page at http://go.microsoft.com/fwlink/?LinkId=291.

Mailbox Migration

To perform migration of mailboxes between different Exchange organizations in different forests, use the Exchange Server Migration Wizard. For information about how to perform user mailbox account migration, see the Exchange online documentation.
If you need to migrate both user mailboxes and user accounts, perform the migration of the user account prior to migrating the user’s mailbox.

Considerations for Other Technologies

Group Policy and Message Queuing features are not directly transferable across multiple Windows forests. Some workarounds are available, as described in “Group Policy” and “Message Queuing” later in this paper. 

In addition, if you use trust relationships between domains in different forests or between two Windows Server 2003 forests, consideration for whether you want the ability to use user principal names (UPNs) to log on across forests can affect your decisions about the UPN suffixes you choose and the type of UPNs you create, as described in “Using the User Principal Name to Log On Across Forests” later in this paper.

Group Policy

Group Policy provides administrative control over users and computers. Group Policy can be applied to a domain, organizational unit, or site within the same forest. It is not possible to apply the same Group Policy object to users and computers in multiple forests.

If necessary, administrators of the forests can apply identical Group Policy objects to the domains, organizational units, or sites in different forests. For example, if you are managing merged organizations and have applied identical Group Policy objects to affect the users and computers in each domain in the original forest, you might want to apply identical Group Policy objects to all users and computers in each domain in the other (merged) forest. 

Another scenario in which cross-forest Group Policy management is important is in the test-to-production scenario. For example, for staging purposes, many customers maintain a separate test forest that closely resembles the production forest. After the policy deployment has been tested in the test environment, they want to reproduce this deployment in the production forest. 

The Group Policy Management Console (GPMC) enables you to manage Group Policy across multiple forests by importing and copying Group Policy objects across forests. The GPMC will be available on the Microsoft Web site shortly after the release of Windows Server 2003. Although Group Policy Management can run only on the computers running Windows XP Professional and Windows Server 2003 operating systems, it can remotely manage Group Policy objects on domain controllers that are running a member of the Windows 2000 Server family with Service Pack 2 or greater.

Message Queuing

If you plan to deploy an application that uses Message Queuing (also known as MSMQ) and runs across the boundaries of multiple Active Directory forests, the application developer should the follow these recommendations:

· Use the direct format name for the target queues so that:

· Message Queuing does not use Active Directory to resolve the target name.

· The user cannot use Message Queuing built-in authentication and encryption features.

· If the application will run on a Windows XP or Windows Server 2003 platform, then use Message Queuing over HTTPS with client authentication.

For more information about Message Queuing, see Windows 2000 Server Help or Help and Support Center for Windows Server 2003. 

Using the User Principal Name to Log On Across Forests

A user principal name (UPN) is a variation of a user account name that looks like an e-mail name but can be used to log on to a domain. The syntax is <user name>@<string>. UPNs allow you to use the same logon name across different domains in the same forest or in different forests.

UPNs are of two types:

· Implicit: Always of the form userID@DNSDomainName. For example, johns@corp.contoso.com is the UPN for the account of John Smith, whose user ID is johns and whose account is a member of the corp.contoso.com forest. The implicit UPN is always associated with the user’s account, regardless of whether an explicit UPN is defined.

· Explicit: Always of the form string@Anystring, where both “string” and “Anystring” are explicitly defined by the administrator. For example, John Smith might have the UPN ITJS@coneast. Explicit UPNs are useful for situations in which the organization does not want to publicize the name of domains or the forest structure.

A UPN suffix is a string that indicates the namespace from which a UPN is derived. A UPN suffix includes everything to the right of the rightmost “at” (@) symbol in the full UPN. Everything to the left of the rightmost @ symbol is considered part of the user name, even if it contains another @ symbol. UPN suffixes can be either flat or hierarchical in structure, although they are typically used to identify flat namespaces.

UPNs are used primarily for interactive logons across domains. With multiple forests, UPN logons are available across forests under some conditions and not others. Under either of the following conditions, UPNs cannot be used to log on to a domain in a different forest:

· Shared UPN suffix: If two or more forests use the same UPN suffix, users cannot use UPNs to log on to a domain in the trusting forest. They can use the UPN only for logons within their own forest.

· Explicit UPN and external trust: When external trust relationships are created between domains in different forests, users in the respective domains cannot use explicitly created UPNs to log on to the trusting domains in the other forest. They can use only implicit UPNs.

Table 2 summarizes a user’s ability to use a UPN to log on interactively across forests according to the different kinds of trust relationships that exist between domains in different forests and whether UPN suffixes are shared by multiple forests.

Table 2   Ability to Use UPNs to Log On Across Forests

	Cross-Forest Trust Type
	Explicit UPNs
	Implicit UPNs
	Shared UPN Suffixes

	No trust relationships between domains in different forests
	No
	No
	N/A

	External trust relationship between domains in different forests
	No
	Yes
	No

	Forest trust relationship between Windows Server 2003 forests
	Yes
	Yes
	No


[image: image24.wmf]
Note

Forest trust relationships are available between forests that have an Active Directory forest functional level of Windows Server 2003. For information about Active Directory functional levels, see Help and Support Center for Windows Server 2003.

In summary, if you want to share UPN suffixes among multiple forests but do not need the ability to log on interactively to a domain in another forest, you can use either external trust relationships or forest trust relationships.

To use UPNs to log on interactively across forests, use unique UPN suffixes for each forest. In this case, interactive logons are available as follows:

· If you use forest trust, you can use both explicit and implicit UPNs. 

· If you use external domain trusts, you can use only implicit UPNs.

Features that are Unavailable Across Forests

Although experience with multiforest deployments shows that the features that cannot be enabled across different forests are not used by most customers in any case, the description of these features is included in this document to ensure a complete picture of the impact of deploying multiple forests.

Delegating Mail Folders Across Forests

Within a forest, you can delegate authority for a user to have access to the mail folders in another user’s mailbox.

Issue

If mailboxes of two users are hosted by Exchange Server organizations in different forests, then a user in one forest cannot access the mail folders of a user in the other forest.
A typical example of this issue is executives who want to delegate the ability to manage their calendars to administrative assistants. If the mailboxes of such an executive and administrative assistant exist in Exchange Server organizations that are in different Active Directory forests, then such administrative delegation of this ability is not possible.

Workaround

Ensure that mailboxes of people who need access to the mail folders of others are in the same Exchange Server organization. Also, if a user needs access to mailboxes that are hosted by different Exchange Server organizations, you can create multiple mailboxes in the appropriate forests for the same user who needs access to other mailboxes. For example, in the case of the executives and administrative assistants described earlier, the administrative assistant requires an additional mailbox in the forest of the executive.

Multiforest Feature Implementation and Cost Summary

After reading this document, use the information in Table 3 to estimate the relative costs of implementing cross-forest functionality for your organization.

Table 3   Cross-Forest Features and Configuration Costs

	Enabled Feature
	Configuration Costs

	View address list information
	· Deploy Microsoft Identity Integration Server 2003 synchronization server

· Train and support synchronization administrator

· Create synchronization data container per target forest

· Create synchronization account per forest

· Enable permissions for synchronization

· Run GAL Sync tool

	View free and busy calendar information
	· All of “View address list information” configuration costs, plus:

· Deploy PF Sync server

· Train and support PF Sync administrator

· Confirm MAPI-capable Local Area Network (LAN) connection between Exchange organizations

	Bridge DNS infrastructures
	DNS configuration of one or more of the following:

· Delegations

· Conditional forwarding (Windows Server 2003 only)

· Secondary zones

	Resource access
	· Configure trust relationships:

· Forest trust (Windows Server 2003 only)

-Or-

· External domain trust (Windows Server 2003 or Windows 2000)

· Create groups:

· Role-based global groups

· Resource-based domain local groups

· Universal groups, if available

· Add global and/or universal groups to local groups

· Apply permissions to resources

	Application data retrieval
	· Configure additional service providers

-Or-

· Configure Microsoft Identity Integration Server 2003 to synchronize application data (see costs under “View address list information” in this table)

	Printer location
	· Configure clients with print locations

-Or-

· Configure Microsoft Identity Integration Server 2003 to synchronize printer application data (see costs under “View address list information” in this table)


